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ABSTRACT

The Available Bit Service (ABR) is a promising “best effort” service designed to achieve in ATM networks high efficiency
and low cdl | oss. Sincethe ATM Forum approved a first standard, intensive reseach has been done @out ABR. The am of
this paper is to analyse the main reseach topics involved in ABR, namely: the evaluation of traffic and congestion control
schemes, conformance definition and pdicing and charging.
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1. INTRODUCTION

The Available Bit Rate Service Category (ABR) has been introduced to suppat ATM connedions originating from users
which are willing to accept unreserved bandwidth and which are able to adapt their cdl rate to changing network conditions
and avail able resources. Information about the state of the network (e.g. with resped to congestion) and the avail ability of
resourcesis ®nt to the source & feadbad information through spedal control cdls, cdled Resource Management cdls (RM-
Cells). Servicesthat are compliant to this feedbadk control information experience alow cell | ossratio and oktain a fair share
of the avail able bandwidth. Thereis no guaranteewith resped to the delay or delay variation. As this control scheme operates
at the time scde of a complete round trip delay, the ABR Service Category requires large buffers to be present in the
network. The traffic parameters used for this category are the Peak Cell Rate and a minimal usable bandwidth, cdled the
Minimum Cell Rate (MCR). The only QoS guaranteeisthe cdl | ossratio (CLR). The avail able bandwidth may vary in time,
but shall never be lower than the MCR. Typicd applications using this category are Remote Procedure Calls, Distributed File
Transfer, Computer Process Swapping, etc.

In this paper, we describe the behaviour of the end stations, as edfied by the ATM Forum, and compare some methods
that the switch can implement to detea and control congestion. Three gproadhes to evaluate the performance of these
schemes have been used: a fluid flow approach, a method based on control theory and a discrete-time Markov chain
approach. Thefirst two are briefly described whil e the third one is applied to evaluate the throughput and buffer requirements
in an Explicit Rate (ER) switch. A conformance dgorithm used by the network to monitor whether the source transmits
acording to the traffic contrad based on a dynamic version of the Generic Cell Rate Algorithm (DCGRA) is discussed.
Finally different approaches for a usage-based pricing of ABR are analyzed.

2. FLOW CONTROL SCHEMES: DESCRIPTION

The mngestion scheme described in the ATM Forum spedficaions' for the ABR service caegory is a rate-based, closed-
loop, per-connedion control that uses the feedbadk information from the network to regulate the rate & which the sources
transmit cdls. In this £heme, the transmission rate of each connedion is controlled by means of spedal control cdls cdled
Resource Management Cells (RM-Cells). RM-Cells are transmitted embedded in the Data-Cell flow from the Source End
System (SES) to the Destination End System (DES). The DES “turns around” the RM-Cell s, which return to the SES along
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the same path carrying congestion information. Depending on the congestion information recaved in the RM-Cell, the SES
increases or deaeases its transmission rate. An ABR connedion is always bi-diredional and the sources located at both
termination points must implement the SES and DES behavior. The standard spedfies the SES and DES behavior and several
methods that a switch can implement to control congestion that we describe next.

2.1. SES and DES Behavior

At the connedion set up the source negotiates the maximum and minimum rate & which it may transmit (PCR and MCR);
the Initial Cell Rate (ICR) at which it may start transmitting, the number of cdls per RM-Cells (Nrm), the Rate Increase
Fador (RIF) and the Rate Deaease Fador (RDF). After Nrm-1 Data-Cell transmissions, the SES sends a RM-Cell. The main
fields of this cdl and theinitial values st by source ae the following:

« Explicit Rate (ER), set to PCR,

¢ Current Cell Rate (CCR), set to the Allowed Cell Rate (ACR) of the source The ACR is a parameter maintained by the
source which fixes the maximum rate & which cdls may be scheduled for transmission,

e Congestion Indication (Cl) Bit, set to 0(no congestion),
¢ Nolncrease (NI) hit, set to O (increase rate),
e Diredion (DIR) bit, set to forward.

Note that the RM-Cell rate is the source rate divided by Nrm. Thus, if the sourcerate is low, the time intervals between
the RM-Cells would be large, deaeasing the oppatunities of the source to change the transmission rate. To solve this
problem the standard defines the Trm parameter. At ead scheduled transmisgon time, the source decksiif the time since the
last RM-Céll transmission is higher than Trm. If it is, a RM-Cell istransmitted regardlessof the Nrm count.

The cdl flow isrecaved by the DES, which must store the Explicit Forward Congestion Indicaion Bit (EFCI) of the last
Data-Cell recaved. On receving aforward RM-Cell it must change the Cl bit to a mngested state depending on the EFCI bit
stored, change the DIR to badkward and send (“turn-around”) the RM-Cell badk to the SES along the same path.

On recaving abackward RM-Cell the SES adjusts the ACR. Just in case that a backward RM-Cell isreceved with CI =0
and NI =0, the SES is allowed to increase its rate (ACR) by no more than RIFIPCR. On receéving an RM-Cell with Cl =1,
the SES hasto deaease the ACR by at least RDFIACR. Finally the ACR must be set at most to the ER field. In any case the
ACR may not be reduced below the MCR or increased over the PCR. The source may perform a “Rescheduling option”
which consists of rescheduling a transmission time of a cdl in order to take alvantage of an increase in the ACR.

Other sourcerules are defined to guaranteethe efficiency of the flow control in spedal situations, e.g. in case of heavy
congestion. Refer to the standard * for details.

2.2. ABR Switch Mechanisms

The ATM Forum establishes that a switch shall implement at least one of the foll owing methods to control congestion: set the
EFCI bit of the data céls; set Cl or NI in forward and/or badkward RM-Cells; reduce the ER of forward and/or badkward
RM-Cells. Switches that set the EFCI or Cl hit to indicate acongestion state ae known as binary switches. Switches that
modify the ER field are cdled ER switches. Moreover, the ATM Forum establishes that ABR switches dhould all ocate the
bandwidth among the sources following fairly. The Max-Min fairness criterion has been used as a goa for switch
mechanisms. This algorithm consists of computing the fair rate of the link as the avail able bandwidth minus the bandwidth of
constrained sources over the number of unconstrained sources. A sourceis sid to be mnstrained if it cannot transmit at the
fair rate because it is internaly rate limited, or because it is limited to a lower rate by another switch. In the following we
briefly describe several switch mechanisms ordered by their complexity degree A further comparison may be found?.

The EFCI switch 3, the simplest one, was described in the ealy proposal of ABR. It monitors the queue length and if it is
larger than a threshold it sets Cl =1 in badkward RM-Cells. A main problem of this switch is the ladk of fairness For
example, the Cl bit of badkward RM-Cells will be set more often in those VC going through a higher number of congested
links.

The EPRCA switch * tries to achieve fairness computing a heuristic gpproximation of the fair rate exponentially averaging
the rate of unconstrained VCs. When the queue length is larger than a threshold, the switch reduces the ER of unconstrained
V Csdown to afradion of the fair rate.



The ERICA switch ° has beacome popular because of its robustnessand simplicity. This switch measures the ABR input
rate in order to compute the overload fador z= ABR inpu rate / TCR, and the Fairshare= TCR / Number of active ABR
Souces, where the TCR is afradion of the avail able bandwidth. Thisis done & ead interval given by N cdl arrivals. When
receving a badkward RM-Cell the switch computes the VCShae = VC rate/ z Finally, the ER field of the badkward RM-
Cell isreduced, if greder, down to max(Fairshare, VCShae).

Figures 2 and 3 give apictoria view of the evolution of source rates and queue length for an EFCI and an ERICA switch
obtained by simulation. The network topdogy is shown in Fig. 1. The switch is fed by 5 ABR greedy sources daggered
30ms. All links have adelay of 1 ms and a cgadty of 365 Cellsyms (= 155 Mbps). Table 1 shows the source parameters. In
the EFCI we have set a queue threshold of 100cdls and in the ERICA N =100 cells and TCR=0.9[link cdl rate. The

figures $ow that the ERICA switch has lower rate oscill ations and lower queue length. The EPRCA has a performancein
between the EFCI and the ERICA.

1ms 1ms Table 1. Source Parameters.
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Figure 1. Network Topology.

400
350 4
300 4
250 4
200 4
150 4
100 4

50

800 - - - - 350
700 4 r

600 -
500 4
400 A

300 3 ]
200 - L 1001
100 - A r 504 S I

0 50 100 150 200 0 50 100 150 200 0 50 100 150 200 0 50 100 150 200
time [ms] time [ms] time [ms] time [ms]

Rate [Cells/ms]
Rate [Cells/ms]

Queue Length [Cells]

Queue Length [Cells]
PNWAIODN®OWO
COO0O0OO0OOO0O0OO0

Figure 2. EFCI Switch. Figure 3. ERICA Switch.

3. FLOW CONTROL SCHEMES: EVALUATION

In this Sedion we first briefly describe two well-known approaches that have been used by several authors to evaluate the
performance of the ABR flow control scheme: a fluid flow model and a model based on control theory. We then present a
discrete-time Markov model we have used to derive some guidelinesto engineere the ABR service caegory.

3.1. Fluid Flow Model

Consider a system consisting of a number of greedy homogeneous ABR end station and a single bottlenedk link. Each of
these ABR traffic sources has the same parameters. The propagation delay from the ABR sources to the switch and from the
switch to the destination end station are wnsidered in the model. Congestion in the switch is deteded by means of two
threshold values. When the queue length exceals the higher threshold value, the node deteds congestion, until the queue
length goes below the lower threshold value. Considering the traffic flows as fluid, the ABR system dynamics are described
by means of a set of coupled dfferential equations with two red value @ntinuous variables, the ACR and the ABR buffer
occupation. Due to the delay of the feedbadk information, the system oscill ates and control cycles can be isolated. Each cycle
consists of a number of phases that are governed by the set of coupled dfferential equations. Upper bounds for the buffer
occupancy in case of an EFCI Marking mechanism can be found in . The evaluation of the EPRCA medhanism can be found
in’, while amore mmplete analysisisgivenin®.

3.2.Control Theory Model

Control theory seemsto be an appropriate approach to the design of closed looprate based flow control. Severa studies have
been made for a system consisting of alink with limited cgpadty whose input consists of controllable ABR traffic and
CBR/VBR traffic, assumed to be non-controllable. There is a delay between the control adion of rate modification in the



switch and the instant this information readies the SES. The goal of this control adionisto avoid cdl | ossand to maximize
the link uili zation. The aontrol loopshould be stable over awide range of traffic patterns and propagation delays. We
mention a few approaches. In ® a mntrol theoreticad approach is foll owed to study a Relative Rate marking scheme, while *°
presents alinea dynamic model for the design of an Explicit Rate mechanism. A dual propartional-plus-derivative ntroller
isused in ** for an Explicit Rate cntrol loop.

3.3.Discrete-Time Markov M odel

Consider a system consisting of two source end stations and a switch (seeFigure 4). Time is supposed to be discrete with unit
the time needed to processa cdl in the switch, referred to as a dot. One end station generates CBR/VBR traffic and the other
generates ABR traffic acording to an explicit rate congestion control scheme. Both the ABR and CBR/VBR traffic are input
to the switch and compete for the bandwidth of the same output port in the switch. The switch ads as a virtual destination
station for the ABR traffic. The CBR/VBR traffic is assumed to be the superpasition of on/off sources with geometricdly
distributed on and off period. For the ABR traffic two cases are mnsidered: a first case where the ABR source is persistent
(or grealy) and a second case where the ABR source is an on/off source In this paper we restrict the study to greedy ABR
sources. The model takes into acount the distance between the ABR SES and the switch, denoted by T and expressd in
number of dots. The round trip delay equals 2t. The dgorithm used to compute the ER is based on the ERICA scheme.
During a time interval of fixed length, cdled olservation period P, the switch counts the number of arrivals from both the
CBR/VBR traffic and from the ABR traffic. Denote these numbers by Nc, resp. Na. The total input rate during this
observation period is then gven by i=(Nc+Na)/P. The overload fador is computed as o=i/TCR The Explicit Rate
communicaed to the ABR-SES is how given by r=min[f PCR max[MCR Na&/(0.P)]]. We asame that at the end of each
observation period, the switch sends an RM cdl with the newly computed ER to the SES. Upon arrival of this RM cdl, the
ABR-SES immediately applies this new ER as ACR. For this simple model, an embedded Markov chain technique leals to
two important measures: the throughput of the ABR traffic*? and the ABR buffer capadty required to ensure agiven cell
loss? (e.g. CLR <109).

In this paper we use this mode to show the influence of the following parameters on the ABR throughput and the ABR
buffer occupancy :

¢ Length of the ohservation period P.
¢ Thedistance between the ABR-SES and the switch .

e The burstiness of the CBR/VBR traffic p : the CBR/VBR traffic is modeled as a single on/off source (or a
superposition of afinite number of such sources); the burstiness is expressed by means of the mean duration p of
the on period.

In what follows, a few examples are given which illustrate the type of results that may be derived using this discrete-time
Markov model.
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3.3.1. Impact of CBR/VBR Burstiness and Observation Period Length on the ABR Perforamance

Consider a system consisting of CBR/VBR traffic modeled as a single on/off sourcewith geometricdly distributed on and off
period with respedive means p and g We let g=2xp. Furthermore, consider a greedy ABR source with parameters PCR=0.8,
MCR =0.25 and let TCR=0.9. The round trip delay is supposed to be negligible, i.e. =0. The throughput as a function of the
burstinessp of the CBR/VBR traffic for different values of the observation period P (hamely P=40, 80 and 120) is iown in
Figure 5, whil e the mrresponding results for the required bufer spaceto ensure CLR <10°, are depicted in Figure 6. For a
fixed olservation period length, these figures show that, due to the guarantee of a minimum cdl rate MCR£0, higher
throughputs are obtained for increasing burstinessp o the CBR/VBR traffic, at the expense of a considerable increase of the
required buffer cgpadty. Thisfaad isillustrated in Figure 7, where the influence of the MCR on the required buffer spaceis
depicted. From both the throughput and buffer occupancy curves, we observe that for p much larger or much smaller than P,
the length of the observation period P has no impad on the system performance

3.3.2. Impact of the CBR/VBR Burstinessand the Round Trip Delay on the ABR Performance

Consider a system as described above, with 120 and P=80. From Figure 8 we seethat when p and 2t+P have dout the same
magnitude, higher throughput is obtained for larger values of 2t, but as can be seen from Figure 9, at the expense of larger
buffers. A maximum throughput is obtained for p around 2t+P. Moreover, the round trip delay is insignificant if p is much
larger of much smaller than 2t. Remark however that compared to the influence of P on the throughput (Figure 5), the impaa
of T lastslonger (in Figure 8 there ae till significant differences for p=3000).

The influence of the CBR/VBR burstsize and the observation period
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3.3.3. Engineering Rules

From these numericd results, and other investigations™, we may draw the following conclusions and derive some
enginegingrules.

(i) Thelength of the observation period P: The value of P is unimportant if not in the same order of magnitude & the mean
burst sizep o the CBR/VBR traffic. In case that it has about the same magnitude we get higher throughput results for
smaller values of P. Longer buffers for larger valuesof P are nealed if the length P is smaller than p. Otherwise larger
valuesof P result in asmaller buffer occupation.

(ii) The Round Trip Time T for bursts in the same order of magnitude & the round-trip delay added with P we get a (dlightly)
higher throughput and need larger buffers for more distant sources. The round trip delay 2t becomes lessrelevant as the
difference between the mean CBR/VBR burst size and P+21 increases. As with the observation period P, the distance of
the ABR-SESisirrelevant if it has not the same order of magnitude & p. Also the dfed of the round-trip time 2t is of no
importanceif the length of the observation periodis much larger.

(iii) The Burstiness of the CBR/VBR Traffic p: The burstiness of the CBR/VBR traffic has a magjor impad on bath the
throughput and the required buffer space Clealy longer bursts require larger buffers. The growth caused by increasing p
depends upon the value of the MCR. For the throughput we get better performanceas p isincreased at least aslongaspis
smaller than 2t+P. Then when further increasing p a minor deaease might occur depending on the distance between the
ABR-SES and the switch where astronger deaease is observed for more distant sources.
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4. CONFORMANCE DEFINITION AND POLICING

A conformance dgorithm may be defined as the formalism used by the network to monitor whether the source transmits
acording to the traffic contrad. ITU-T and the ATM Forum have defined the Dynamic Generic Cell Rate Algorithm
(DGCRA) as an example cmnformance definition for an ABR connedion. In this edion the DGRCA is briefly described, its
drawbadks are shown and passble improvements are suggested on basis of simulation results.

4.1. Overview of the Dynamic Generic Cell Rate Algorithm

The DGRCA deddes the mnformancein a cdl by cdl basis acording to the following algorithm. At arrival time of cdl n,
the value y, = c-a, is measured, where a, is the arival epoch and c, is a theoreticd arrival time. The cdl n is non-
conforming if y, is greder than the cdl delay variation tolerance (1;) and is conforming otherwise. The theoreticd arrival
timeis computed at ead cdl arrival by the foll owing algorithm:

After the initiali sations ¢, = ag, LVSTo = aq, 10”9 = I, the set of theoreticd arrival times {cy} -0 is computed at the arival
epochs a, as:

[T, if 0y, <1, -

C, = LVST, + mi old _ 0O . od _ Bln 1T Yo <Ty

o = LVST, + min(l,,, 179), LVST, =(a,,. Fyn<0 o 10" =ou ¢ - <y 1)
H_VS_IF]’ if Tl<yn n > 1 n

LVST, stands for the Last Virtual Scheduled Time & cdl n arrival. The theoreticd arrival time ¢, is given by LVST, plus an
increment min(l,,, 1,2 equal to the inverse of the expected sourcerate & the interface 1,°¢ isintroduced because the first cell
recaved after a new increase |, may be recaved at this increase, becaise of the rescheduling option of the source or at the
previous increment 1,9, Taking the minimum of I, and 1,°% the dgorithm stay on the safe side.

The sequence |,, is computed based on the rate dhanges conveyed by the badkward RM-Cell stream. A rate change
receved at the measuring point at a given time may be gplied to the forward cdl stream after a delay equal to the round trip
feedbadk from the measuring point to the source. Since the round trip feedbad is variable, two time constants 7, and 7; have
been spedfied to be negotiated together with 1, for the conformance definition. These 1, and 1; are respedively an upper
bound and a lower bound of the round trip feedbadk delay. To be on the safe side, the cmnformance dgorithm schedules rate
increases conveyed in the badkward RM-Cell s after adelay 15 and rate deaeases after adelay 1.

According to 7, and 15 two agorithms have been proposed to compute I, Algorithm “A” provides the tightest
conformance but is too complex to implement. Therefore asimpler algorithm “B” has been defined. The main complexity of
algorithm “A” consists of keguing trad of al the rate changes conveyed by the badkward RM-Cells up to the time they are
applied to the forward stream. Algorithm “B” simplifies this problem by storing at most two rate changes. The mnsequence
isthat algorithm “B” is only able to follow an approximate envelope of the rate changes.



4.2. Improving algorithm “B”

As gated in the previous sdion, the tightness of the rate mnformance of the DGCRA may be reduced due to the difficulty
of following the rate changes at the measuring point. Moreover, the dgorithm does not perform a CCR conformance while
switches usually use the CCR to estimate the VC rates. Therefore, the ésence of a CCR conformance may lea to
misbehaviour of the feedbadk control of switches that make use of the CCR if any source does not properly sets the CCR to
the ACR.

In order to solve these drawbadks, we propcose a UPC based on the CCR. Remember that sources st the CCR of forward
RM-Cells to the ACR. The ideais thus using the CCR conveyed by the forward RM-Cells to perform the rate conformance.
The proposed UPC based on the CCR would perform a amnformance test at two levels. At afirst level it would check that
cdls are onforming to the rate cnveyed by the CCR. At the second level it would check that the source @rredly changes
the ACR by means of the expeded rate & the measuring point computed by one of the dgorithms “A” or “B”. Such UPC
would guaranteethat the source rate will never exceal the value mnveyed by the CCR, and thus the switches could safely
useit. A CCR non-conformance ndition would occur in case the UPC recaves a forward RM-Cell with the CCR exceeling
the expeded rate. In this case the UPC could take several adions, e.g. the CCR could be reduced down to the expeded rate or
the RM-Céll could ssmply be discarded.

With the current source behaviour given by the ATM Forum a source may transmit cels following a forward RM-Cell at
a rate up to the CCR until a badkward RM-Cell conveying a different rate is receved. Consequently, with such source
behaviour, it is not possble to use the CCR conveyed by the forward RM-Cells to perform the rate cmnformance becaise &
any time cdls may be receved at a higher rate. To solve this problem we propcse to constrain sourcesto delay rate increases
just after a forward RM-Cell transmisson. However delaying rate increases could slow down the acessto the unused
network bandwidth since the RM-Cells are transmitted after eady (Nrm-1)th data-cdl. To solve this drawbadk we propose
allowing the sources to advance aRM-Cell transmisson before its Nrm-th turn. Advancing RM-Cell transmission would
increase the RM-Cell rate and thus the overheal introduced by the RM-Cell transmisson. We therefore introduce the concept
of an “RM-Cell advance dgorithm” which would dedde whether rate increases are worth to advance aRM-Cell transmission
or not.

4.3. Cl and NI Conformance

The dgorithms “A” and “B” defined by the ATM Forum just take into acount the feadbadk conveyed by the ER of the
badkward RM-Cells (thus define aso cdled ER-conformance dgorithm). However to spedfy a conformance definition to the
SES, the feadbadk conveyed by the Cl and NI bits of backward RM-Cells should also be mnsidered. For example, an ER-
conformance dgorithm will be inappropriate for a binary switch that conveys the congestion information by means of the Cl
bit. In **> we have proposed modificaions to the dgorithm “B” in order to take into acmurt the rate changes conveyed by CI
and NI.

However, if the rate changes are mnveyed exclusively by the Cl and NI bits, the rate & a given instant may depend on all
previously computed rates. This makes the palicing of sources controlled by binary switches a rather difficult task. Assume
for example asource routed through binary switches and a UPC keeping track of Cl and NI bits for conformance If the
source mmputes alower rate than the UPC when receaving a badkward RM-Cell, the following rate changes computed at the
UPC would overestimate the ACR value that should be paliced. Note that using the ER-feedbad, eat conveyed ER might
cary the asolute value & which the source sets the ACR and thus “synchronises’ the source and the UPC and avoids this
problem. Several reasons may leal a source to compute alower rate than the conformance dgorithm. For example, a
congested switch located between the source and the UPC would introduce rate deaeases that could not be taken into acaunt
by the UPC.

We mnclude that in order to perform a Cl and NI conformance it would not be enough to keep tradk of rate dhanges
conveyed by these bits. Such a UPC should also chedk that the source and the conformance dgorithm perform the same rate
changes and “re-synchronise” both in case the expeded rate is overestimated.

4.4. Simulation Analysis

In this sdion we show the tightnessproblem of algorithm “B” and the improvements previoudy described. The results have
been obtained by simulation using the network topdogy of Fig. 1, but now one ABR grealy source is multiplexed with
badground ABR sources that randomly become adive and silent. We aaume the UPC located at the switch input and
policing the greedy source In our model no CDV isintroduced in the cél flow up to the UPC. Therefore, the feadbadk delay
is equal to the round trip propagation delay (2 ms), and thus T,=1;=2ms. We ae just interested in the aility of the
algorithm to compute an acairate value of the expeded rate, therefore the parameter T, has no influence on our results.



Figures 10 and 11 superimpaose the foll owing curves:

¢ The expeded rate a theinterface(PACR) using the modified algorithm “B” which keeps track of the NI and CI bits,
e Therate policed by a UPC based on the CCR (CCR-PACR),

e Therate & which the forward cdl flow arrives at the interface which will be the transmission rate (ACR) delayed by the
propagation delay (1 ms), thus we have plotted ACR(t-1). The expeded rate would be mincident with ACR(t-1) in a
UPC performing the tightest rate anformance

The figures show that the PACR is a step envelope of the ACR(t-1) with step duration nealy equal to the feedbadk delay.
This inacarracy is a cnsequence of the simplificaion of agorithm “B” keeping at most two-scheduled rate changes. The
figures aso show this problem can be avoided by using the CCR (note that the CCR-PACR curve is nealy coincident with
ACR(t-1)).
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Figure 10. ACRand PACR with abinary switch. Figure 11. ACRand PACR with an ERICA switch.

5. CHARGING

Charging may be an essential condition for ABR sources to adapt their traffic demand. We analyze different approaches for a
usage-based pricing of ABR. We can clasdfy these goproadches as “static” or “dynamic”. A charging scheme is gdatic if the
charging parameters are established at the connedion set up and do not change dterwards. If they change, the scheme is
dynamic. We analyze astatic and a dynamic charging scheme drealy suggested and propcse new alternatives that solve
some of their drawbads'.

A usage-based pricing seems adequate for an ATM network. For sources with guaranteed bandwidth as CBR and VBR,
the dlocated bandwidth or the generalized concept of the dfedive bandwidth, and the duration of the connedion is a good
charaderizaion of their resource usage. Charging of ABR may be more complex as bandwidth is not requested by the
sources but assgned by the network. Therefore, it is difficult for the network to know the user appraisal of resources for
charging.

5.1. Static Charging Schemes
Songhurst and Kelly*” have proposed a pricing model where the charge of a mnnedion is given by the expresson:
Total charge of a mnnedion = a(X)T + b(X)V + ¢(x) 2

where T is the duration of the cnnedion, V the volume submitted by the mnnedion, x the tariff choice ad ¢(x) is a fixed
subscription fee An expresson for a(x) and b(x) based on the dfedive bandwidth can be obtained for VBR connedions. For
ABR sources the authors propose to use the &ove expression with a(x) proportional to the MCR, i.e. a(x) = yIMCR, and b(x)
is assumed to be much lower than y or even zero. In order for the sources to seled an MCR acarding to their bandwidth
appraisal, the authors assume that the network divides the freebandwidth propartionally to the MCR.

The static model previously described has the drawback that many data sources may not be able to choose an adequate
MCR due to their bursty nature. For such sources a pricing model which charges the transmitted volume rather than the
duration of the annections would fit better. We propose astatic model for the ABR Service, which consists of several prices
per cdl tariffs p;. Users sled atariff p; at connedion set up in order to charge the cdls transmitted at the shared bandwidth.



We asaume that the network allocaion algorithm divides the free bandwidth propartionaly to the dosen tariff p;,. Some
sources may neal a guaranteed MCR, which is likely to be dharged based on the duration of the connedion. According to
these considerations, the foll owing charging equation has been deduced:

Total charge of a mnnedion = yIMCRIT + p;fhax(V - MCRT, 0) 3

Note that if the connedion transmits always at a rate r = MCR, then MCRIT is the volume of traffic submitted at the
guarantead MCR. Therefore, the first term of the right side of equation (3) charges this traffic &y [unit of price/cdl]. The
second part of equation (3) isintended to charge the volume of traffic transmitted above the MCR at the price p; chosen by
the user, p; < y. Clealy, when the sourcerater = MCR, the cdls given by max(V - MCRT, 0) are the cdls transmitted above
the MCR. Thisis not a drawbadk, however, becaise it would penalize users that choase aguaranteed MCR higher than their
neds.

5.2. Dynamic Charging Schemes

Based on the principle of social welfare optimization a dynamic charging for the ABR service has been propased 8. The
method consists of using the forward RM-Cell s to convey the source demand to the switches, and the backward RM-Cells to
convey the prices to the sources. An iterative dgorithm that in equilibrium satisfies the source demand and maximises the
network revenue aljusts both demand and prices. In what foll ows we briefly describe this method.

Let C, be the caadty available for ABR traffic traversing link | and a the price per unit of bandwidth (per unit of time)
charged to the cmnnedion traversing link I. Denote by R; the route of connedion ¢ and by w, the charge of connedion c.
Clealy w, = 2, . &. Assume that eat connedion ¢ has a bandwidth demand equal to D.. Finaly denote x. the adual rate of
connedion c. It can be shown that, in equili brium, the welfare optimization leads to the foll owing equations:

Xe = De(w,), forall c (4
ZXCSC' ,foral | (5)
clOR,
algsl—ZxCE:o,foran (6)
O d® O

Equation (4) says that the social welfare is maximized when the cnnedion rates equal their demands. Note that equations
(5) and (6) implies that a = 0 for the non-congested links (= x. < C)) and & # 0 for the mngested links (Z x. =C). The
algorithm consists of the links updating the pricea" at fixed interval n of duration & (referred as charging intervals). Prices at
interval n are deareased or increased if £ D™ > C, or = D™ < C respedively.

In order to integrate this charging scheme in the ABR flow control, two new fields have to be alded to the RM-Cells: a
reguest bandwidth (RB) and a price per unit of bandwidth (PB) field. The switches increase the PB field by the cmmputed
price a". Based on the prices w, conveyed by the PB field, the sources st the RB field with a demand function D¢(w)
charaderistic of the source bandwidth appraisal. Then, the switches use the RB values to estimate = D" and compute the
pricea™*, and so on. Finally, a billi ng unit located at the network edge keeping track of the PB field of the backward RM-
Cells $hould be used to compute charges.

5.2.1. A Dynamic Pricing Model Based on the Switch Loads

A problem of the pricing model previously described is that users do not have an incentive to spedfy their true demand into
the RB field, and they could set a misleading value in order to modify the prices (for example, the demand field could be set
awaysto zero). We propase an dternative dgorithm®™ that uses the offered load (= x.") instead of the source demand (= D.")
to dedde when to increase or deaeese prices. Note that in this £heme the RB field described in the previous sdion is not
nealed anymore. In the following we describe and analyticdly analyse the dgorithm.

Assume that the control algorithm of the switch adjusts the source rates such that the offered load of link | convergesto a
certain target cdl rate TCR. We define the overload as O = 5 r. X, /TCR,. Based on the overload we propose the
following algorithm to compute the prices:

=1t (1+hztgr{g;“f—a]) a0}, :; ::jjg 0



if x=0

K . . ) .
where sgr{x] =0 L and o £ 1isa oconstant parameter. Note that now prices are aljusted such that the link load

Tl if x<O0
convergesto a[dCR.

To analyse the dgorithm (7), assume for simplicity a network with only one switch and all the sources located at the same
distance from the switch. Let T be the round trip delay from the sources to the switch. First note that in equili brium, if 8" = 0,
equation (7) can be rewritten as a(t)=a(t-3)+h3gO(t-8)-a]@A(t-3). With the gproximation
dw(t)/dt = w(t) —w(t - 5)/3 we obtain da(t)/dt = h[3gr{O(t - 8) —a] [a(t)/d. The solutions of this equation are of the form
OK.ePt, if Ot)2a

e P ifo(t)<a
increases until the time instant t;, at which the overload at the switch falls below a. In equili brium the sourcerate is equal to

the demand (equation (4)). We have O(t) = Z D(a(t-1))/TCR. Let a, be the price d which D.(a,)/TCR = a. At time t;-T the
pricea(t) reades a, at the switch. Thisvalueisrecaved by the sources at t;-1/2. The corresponding rate reduction is receved

by the switch a time t,. We have the following relations (cfr. Fig. 12): K, =K,ePt K =K,ePbt

a(t) = . Assume that at time t,", O(t,") > a and equation K,eP'applies (cfr. Fig. 12). The price

K,e Pt =5 K,ePt ™) =3 which imply: tito=t,-t, =21, K; =a,e", K, =a,e", and thus the period (T)
and the amplitude (A) of the oscill ation are given by:

T=41 (8

A =a, (e -eP) ©)

Note that the previous algorithm is always gable and easy to tune. The only parameter h could be fixed with the following
reasoning. Assume that the design criterion is that the oscill ation relative to the eguilibrium price has to be lower than a
certain bound By (i.e. Alay < Bryy). If the amplitude of the oscill ation is small, from eguation (9) we have A=ay 2 B T.
Remember that b = h/d, therefore, the previous bound is equivalent to:

0
h< 5% Brnax (10)

Given the maximum round trip delay from a source to the switch, and a desired By, equation (10) could be used to
assess the value of h. Note however that the time @nstant of the dgorithm is 1/B = &/h. Therefore, reducing the value of h
reduces also the mnvergence speal of the dgorithm.
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Figure 12. Evolution of the prices.

5.2.2. Integration of the Dynamic Pricing in the ERICA Switch

In this sdion we describe how the Dynamic Pricing scheme previously described could be integrated in the ERICA switch
(see Sedion 2.2.). In order to compute the fair rates, the ERICA switch computes the switch overload at ead measuring
interval given by N cdl arrivals. The switch could therefore gply algorithm (7) to compute the prices at ead measuring
interval, just after computing the overload. Then the PB field of the backward RM-Cells could be increased with the
computed price d the same time asthe ER field is st to the fair rate. In this case, the dharging interval & would correspond to
the measuring interval. Asauming that cdls arrive & target cdl rate (TCR), this interval would be given by 6= N/TCR.
Substituting in (12), the parameter h of the charging algorithm would be given by:



N
h< B
2TCRT ™

(11)

5.2.3. Simulation Analysis

In this sdion we give apictorial view of the sourcerates and prices that would be obtained applying the dynamic model. We
consider the network topdogy of Fig. 1 with an ERICA switch implementing the dharging scheme described in the previous
sedion. The switch parameters are TCR= 0.9 Link Rate and Counting Interval= 100 Cells. The switch initiali ses the pricing
parameters a° = 0, a = 0.95 and a, = 0.01. Parameter h has been adjusted applying equation (11) choosing By = 0.02. The
propagation delay is 1 ms, thus t = 2 ms and after substitution we have h = 0.038

We asaume that the switch is fed by two greedy sources S1 and S2 which adjust the transmission rate to min{ D.(w), ER}
at ead badkward RM-Cell arrival, where w is the price per unit of bandwidth and ER the explicit rate caried by the RM-
Cell. Source parameters are RIF=1, Nrm=32, ICR=2 Cells/ms and PCR=Link Rate. We doose the source demand
D (w) assuming that the user criterion is to fix a maximum charge per unit of time p.. Remember that w is the price per
transmitted cdl posted by the network and D is the source rate, the charge after a time period T becomes: charge =w DT.
Therefore, to upper bound the charge per unit of time by p. (i.e. charge/T < p.), the source demand has to be D < pJ/w. The
sourceis upper bounded by the PCR, and hence such a source demand function is given by: D(w) = min{p./w, PCR}.

We suppose that source S2 is realy to pay 5 times more than source S1, and thus we have set p. = 5 for source S2 and
p. = 1 for source S1. Figures 13 and 14 show the evolution of the prices computed at the switch and the source rates. Source
S2 is gaggered 400ms from source S1. Thus, initially the priceis dabili sed such that the sourcerate of S1 reades the TCR
of the switch. When the source S2 becomes adive the prices increease until source S2 rate is 5 times the rate of S1, acording
to the source demands.
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Figure 13. Prices Computed at the Switch. Figure 14. Source Rates.

6. CONCLUSIONS

In this paper we have described the flow control scheme used for the ABR service caegory acwording to the
spedfications defined by the ATM Forum. Several switch mechanisms are described and compared. A detailed analysis is
made for the ERICA switch. A discrete-time Markov model leals to the assesament of the influence of the following
parameters on the ABR throughput and the required ABR buffer cgpadty : the observation period, the round trip delay and
the burstinessof the CBR/VBR traffic. The analysis leals to some simple engineaing rules for the ABR service caegory.

We have described the DGRCA propaosed as the Conformance Definition for ABR. We have shown that the DGRCA may
have alack of tightnessof the paliced rated, moreover, it does not perform a conformance of all the ABR parameters (e.g. the
CCR, CI and NI). We have propased improvements to solve these drawbadks.

Charging of ABR is an open issue. We have analysed some eisting proposals and suggest new alternatives. We dassfy
charging approacdes as “static” when prices are established at the mnnedion set up and do not change afterwards, and
“dynamic” otherwise. Static charging schemes are simpler, although switches are required to divide the avail able bandwidth
acording to aweight related to the goplied tariff (weighted all ocaion). Dynamic charging has the advantage of allowing an



optimisation of tariffs from an economicdly point of view. Dynamic schemes are more complex since switches have to
update the prices continuously acrding to the link occupancy however, weighted al ocaion is not needed.

7. ACKNOWLEDGEMENTS

This work was supparted in part by the Commission of the European Union, under projed ACTS AC094 “EXPERT”. The
first and third authors were dso supparted by the Ministry of Educaion of Spain under grant TIC96-2042CE. The second
and fourth authors were dso suppated by the Vlaams Actieprogramma Informatietechnologie under projed
ITA/95014/INTEC “Design and Control of Broadband Networks for Multimedia Applicaions’.

10.

11

12.

13.

14.

15.

16.

17.

18.

8. REFERENCES

ATM Forum Technicd CommitteeTMWG, ATM Forum Traffic Management Spedfication Version 4.0, 1996.

A. Arulambalam, X. Chen and N. Anasri. “Allocaing Fair Rates for Available Bit Rate Servicein ATM Networks'.
|[EEE Communications Magazne, pp 92100, 1996.

N. Yinand M. G. Hluchyj. “On Closed-Loop Rate Control for ATM Cell Relay Networks’. IEEEINFOCOM'94, 1c.4,
pp 99108, 1994.

L. Roberts. “Enhanced Propartional Rate Control Algorithm (EPRCA)”. ATM Forum contribution number 94-0735R1,
1994

R. Jain “ERICA Switch Algorithm: A Complete Description”, ATM Forum contribution number 96-1172, 1996.

M. Ritter, “Network Buffer Requirements of the Rate-based Control mechanism for ABR Services’, in Proc. of the
IEEEINFOCOM'96, pp. 1190-1197, San Francisco, 1996

H. Ohsaki, M. Murata, H. Suzuki, C. Ikeda and H. Miyahara, “Rate-Based Congestion Control for ATM Networks’,
ACM SIGCOM Computer Communicéation Review, pp. 60-72, 1995.

M. Ritter, “Modeling of Flow Control Medhanisms for the Available Bit Rate Services’, Ph.D. Thesis, University of
Wuerzburg, Germany, 1998

M.A. Marsan, A. Bianco, R. Lo Cigno and M. Munafo, “Four Standard Control Theory Approaches for the
Implementation of RRM ABR Services’, ATM Networks, Performance Modelling and Analysis, Volume 3, pp. 259
279 Chapman and Hall, 1997.

Y. Zhao and S.Q. Li, “Feedbad Control of Multiloop ABR Traffic in Presence of CBR/VBR Traffic Transmisson”, in
Proc. of the IEEE ICC' 96, pp. 1717-1721, Dl as, 1996.

G. Ramamurthy and A. Kolarov, “Application of Control Theory for the Design of Closed Loop Rate Control for ABR
Service”, in Proc. of the ITC 15, pp. 751-760, Washington, 1997.

C. Blondia and O. Casals, “Throughput analysis of the Explicit Rate Congestion Control Mechanism”, in Proc. of the
10th ITC Spedalist Seminar on Control in Comnunications, pp. 89-101, Lund, Sweden, 1996

C. Blondia, O. Casalsand B. Van Houdt, “Buffer Analysis of the Explicit Rate Congestion Control Mechanisms for the
ABR Service Category in ATM Networks”’, to appea in the Proc. of PICS’98, Lund, May 1998

C. Blondia, O. Casals and B. Van Houdt, “Buffer and Throughput Analysis of the Explicit Rate Congestion Control
Medhanisms for the ABR Service Category in ATM Networks”, submitted for publication, 1998

L. Cerda and O. Casals, “Improvements and Performance Study of the Conformance Definition for the ABR Servicein
ATM Networks’, ”, in Proc. of the 10th ITC Spedalist Seminar on Control in Communications, pp. 323334, Lund,
Sweden, 1996

L. Cerda, O. Casds, Dynamic and Static Charging of the ABR Service in ATM Networks, to appea in
GLOBECOM'98.

D. Songhurst, F. Kelly, “Charging Schemes for Multiservice Networks’, in Proc. of the ITC 15, pp. 751-760,
Washington, 1997.

V.A. Siris, C. Courcoubetis, G.D. Stamoulis, “Integration of Pricing and Flow Control for Avail able Bit Rate Services
in ATM Networks’, in Proc. of the GLOBECOM' 96, London, UK, 1996



