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Abstract

The throughput characteristics of arandom access system (RAS) whic@ wsgdree algorithms (wher@ is the number
of groups into which colliding users are split) of the Capetanakis—Tsybakov—Mikhailov—Vvedenskaya type are analyzed
for an infinite population of identical users generating packets. In the standard model packets are assumed to be generated
according to a Poisson process. In this paper we greatly relax this assumption and consider a rich class of Markovian arrival
processes, which, in general, are non-renewal. This class of arrival processes is known to lend itself very well to modeling
bursty and correlated arrival processes commonly arising in computer and communication applications. Blocked and grouped
channel access protocols are considered in combination@velhy collision resolution algorithms that exploit either binary
(“collision or not”) or ternary (“collision, success or idle”) feedback. For the resulting RASs the corresponding maximum
stable throughput is determined. It is concluded that the resulting RASs maintain their good stability characteristics under the
wide range of arrival processes considered, thereby further extending the theoretical foundations of tree algorithms.
© 2004 Elsevier B.V. All rights reserved.
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1. Introduction

Random access systems (RAS) of the Capetanakis—Tsybakov—-Mikhailov—Vvedenskaya (CTMV) type
have been studied extensively over the past 20 yjéaii. Underlying most of the theoretical work done
in this area are the following key assumpti¢89]:

1. New arrivals occur according to a Poisson process withirate

2. The number of nodes or stations is assumed to be infinite. In practice, the number of nodes is always
finite. Assuming an infinite number provides us with pessimistic estimates for finite popul&ibdks
In particular, each finite set of nodes can regard itself as an infinite set of virtual stations, one for each
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arriving packet. This situation is equivalent to the infinite node assumption and allows a station with
backlogged packets to compete with itself.

3. A single error-free channel provides immediate—that is, at the end of the slot—binary (collision or
not) or ternary (collision, success or empty) feedback.

4. Iftwo or more stations transmit simultaneously, then there is a collision, meaning that the transmissions
interfere destructively so that none succeeds.

5. Time isslottedand may be considered discrete. Users are synchronized with respect to the time slots.
Each slot has a fixed duration equal to the time required to transmit a packet.

A number of algorithms belonging to the class of the CTMV type have been studied with some of the
assumptions weakened. For instance, Polyzos and Nidlehave considered finite population models

for the grouped access strategy, which they refer to as window access. In case of a finite population,
one generally assumes that the new arrivals occur according to a Bernouilli process instead of a Poissol
process (in which case the number of arrivals in consecutive slots is still independent). Kessler, Seri
and Sidi[12,13] have relaxed the third and fourth assumption and studied the performance of splitting
algorithms in noisy channels with memory and Markovian capture. Many researchers have also considerec
different types of feedback, e.g., “success—failure” and “something—nothing”, and early/delayed feedback.
A comprehensive overview of most of the extensions made to a non-standard environment can be founc
in [9, Section 6]

What is apparent from this overview is that almost all researchers assume Poisson arrivals, except
for some of the results on blocked access algorithms and a limited humber of finite population stud-
ies that consider Bernouilli arrivals. This might seem like an obvious choice, especially in case of an
infinite population, because the traffic generated by a very large population with independent users
approaches a Poisson process. Nevertheless, studying the performance of an algorithm with an infi-
nite population under a broad set of arrival processes might be very useful because such an infinite
population model is a pessimistic estimate for a finite population. Thus, we can further extend the
theoretical foundation of algorithms of the CTMV type by proving that these algorithms have good
stability characteristics in such an environment. In 1998, during the 50th birthday of the IEEE Trans-
actions on Information Theory Society, there was a survey article by Ephremides and[Hyjdkat
stated that the union between information theory and communication networks has been only partially
successful. The following statement on this unconsummated union was made: “The principle reason
for this failure is twofold. First, by focusing on the classic point-to-point, source-channel-destination
model of communication, information theory has ignored the bursty nature of real sources. Early on
there seemed to be no point in considering the idle periods of source silence or inactivity. However,
in networking, source burstiness is the central phenomenon that underlies the process of resource sha
ing for communication.” It is the bursty nature of the arrivals that separates D-BMAPs from Poisson
arrivals.

In this paper we leave the last four above-mentioned assumptions unchanged, instead we greatly rela;
the assumption made on the arrival process. That is, instead of assuming Poisson arrivals with a meal
ratex, we consider a rich class of arrival processes commonly known as discrete-time batch Markovian
arrival processes (D-BMAPS). This class of arrival processes is known to lend itself very well to modeling
bursty and correlated arrival processes commonly arising in computer and communication applications
[15-23] The aim of this work is to demonstrate that the good efficiency characteristics of RASs of the
CTMV type with blocked or grouped access (Ssxtion Xor definitions) remain valid when we replace
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the Poisson arrival process by a general D-BMAP arrival process. Earlie[225]focussed on RASs
with free access and D-BMAP arrivals.

1.1. Maximum stable throughput or efficiency

Alot of attention has gone into determining the maximum stable throughput—which is sometimes called
the efficiency or capacity—of random access systems. In the standard model, that is, under assumptions
1-5, the maximum stable throughput can be thought of as the highest possible arriadexteted as
Acrit, for which each packet is successfully transmitted with a finite delay with probability one. For the
blocked access algorithms—which are sometimes called gated access algorithms—the maximum stable
throughput is generally known with sufficient precision for any practical purpose (meaning that an interval
of size 0.001 or less is known to hald;;;). For most free and grouped access schemes these values are
known exactly.

If we relax the first assumption and allow the new arrivals to occur according to a D-BMAP process,
we define the maximum stable throughput as follows. A D-BMAP process is characterized by an infinite
set of matrice®,,. For each primitive D-BMAP—se8ection Jor its definition—we can easily calculate
the mean arrival ratg, that is, the expected number of new packets generated in a time slot. For each
RAS considered, the set of all primitive D-BMARB<an be subdivided into two subs&sandsS,, with
SSUS, = SandS; NS, = @, such that the RAS is stable if and only if the new arrivals are generated
according to a D-BMAP belonging t8,. From now on, unless otherwise stated, we simply refer to the
set of all primitive D-BMAPs as the set of all D-BMAPs.

Ideally, there exists ai; such thath < At if and only if the D-BMAP belongs t&;. In such case
we defineiqir as the maximum stable throughput. Unfortunately, suéh;adoes not seem to exist.
However, if we exclude a trivial subset of the D-BMAPSs, we find, for the blocked access algorithms, a
Acrit @and ad small such that all D-BMAPs withh < Aqit — § are a part ofS; and all D-BMAPs with
A > Aqrit + 6 are a part of5,. For the grouped access algorithms we will show that there existg and
a Amax Such that all D-BMAPs withh < Amin belong toS; and all D-BMAPSs withi > Anmax belong to
S. The difference betweeky,in andimax depends on the length of the grouping interdal-the length
of this interval is sometimes referred to as the window size. Moreover, the difference betwgand
Amax decreases rapidly asincreases. We also prove that the valuegf,, respectivelyimax can hardly
be increased, respectively, decreased, meaning that we carsfamdadl such that there exits a D-BMAP
with an arrival raté.min + & that is part ofS, and a D-BMAP with an arrival ratey.x— 8 that is part ofS;.

In order to get an idea of the statistical nature of the arrival processes that result in the worst and the
best stability results, we examine a number of simple subclasses of the D-BMAPs. To achieve this, we
have developed a procedure that allows us to study the stability of each of the RASs considered under any
primitive D-BMAP arrival process. These explorations indicate that the stability results are the poorest
under bursty and correlated arrival processes. Nevertheless, the obtained results are, in general, not fal
below the well known Poisson results, indicating that the good efficiency of the blocked and grouped
access algorithms is maintained under D-BMAP arrivals. We believe that this result contributes to the
theoretical foundation of algorithms of the CTMV type.

The paper is organized as followSection 2presents the conflict resolution algorithms (CRAs) and
channel access protocols (CAPs) considere8ektion 3ve introduce the discrete-time batch Markovian
arrival processes (D-BMAPs}ection 4focusses on the blocked access algorithms, whe3eaton 5
evaluates the grouped access schemes. Conclusions are dri@aegction 6
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2. Specification of the random access systems

Random access systems are formed by combining a conflict resolution algorithm with a channel acces:t
protocol. A CAP states the rules for the first transmission attempt of a newly arrived packet, whereas the
CRA indicates how collisions are resolved. We consider the following three well known channel access
protocols:

1. Blocked acces#fter aninitial collision ofn stations, all new packets postpone their first transmission
attempt until then initial stations have resolved their collision. The time elapsed from the initial
collision until the point where the stations have transmitted successfully, and are aware of this, is
called the collision resolution interval (CRI). Suppose tthatew packets are generated during the
CRI. Then, a new CRI starts (with participants) when the previous CRI (withstations involved)
ends. In conclusion, when the blocked access mode is used new arrivals are blocked until the CRI
during which they arrived has ended. They will participate in the next CRI.

2. Grouped accesdAll packets are subdivided into an infinite number of groups based on their arrival
time, that is, the arrival-time axis is subdivided into an infinite number of fixed length intervals of
size A and a packet belongs to grouff its arrival time is part of theth interval (the left boundary
of theith interval coincides with the right boundary of the 1th). Packets part of groupattempt a
first transmission if all prior groups, i.e., group lite- 1, have been resolved and if tith grouping
interval has ended (that is, if the first grouping interval starts at tieae0, the current time must be
equal to or larger than = iA). Hence, a possible collision of thie- 1th group is resolved before
groupi packets are allowed to transmit.

3. Free accessNew packets are transmitted immediately at the beginning of the next slot following
their arrival. RASs with free access CAP are not considered within this paper. Results on free access
schemes with D-BMAP arrivals can be found#4,25] therefore, we do not consider this CAP here.

The blocked access protocol is sometimes referred to as the gated access protocol, whereas the group
access protocol is also known as the simplified window prot@tor he following two conflict resolution
algorithms are considered in this paper:

1. The basioQ-ary CTM algorithm.Consider an arbitrary time slotStations are allowed to transmit in
slotz whenever theimdexfor slotz is equal to one. Hence, new packets that are allowed to make their
first transmission attempt in time sloby the CAP initialize their index for slatat one. The index
values are assigned as follows. Whenever 2 stations collide in slat, each station involved flips a
“Q-sided coin” with values 1 .., O (the Q-ary coins need not to be fair, although we focus on fair
coins unless otherwise stated). This splits the sewolliding stations intaQ subsets. To each of these
subsets, we assign as an index the value which was flipped (some subsets may be empty). Stations pa
of theith subset set their index for slot- 1 equal ta. Stations that were not involved in the collision
at slotz, but who have an index for sloequal tai > 1, set their index for slat+ 1 ati + (Q — 1). If,
on the other hand, the outcome of sl@t “no collision”, all stations who have an indéx 1 for slot
t, set their index for slot + 1 ati — 1 (if there was a single station with an index for sl@qual to
one, then a successful transmission occurred and the station deletes the index). TOedyg<id M
algorithm distinguishes only “collisions” and “no collisions”, therefore, binary feedback suffices.

2. The modifiedQ-ary CTM algorithm.The mechanism used to resolve the collisions is the same as
in the basic algorithm, except that the algorithm tries to improve the basic algorithm using ternary
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feedback, namely, a successful transmission is distinguished from an idle slot. If, after a collision, the
nextQ — 1 slots turn out to be empty, then the next slot must hold a collision when the basic algorithm
is applied (because all the stations involved in the last collision must have chosénhtiseibset).
Thisdoomedslot can be skipped by having all stations immediately act as if it had occurred.

A detailed description of both algorithms, examples of their transmission process, their motivation, and
many of their properties can be found in a variety of papers, for exaiaple,9,10]

Combining the three CAPs with the two CRAs results in six different random access systems. We will
study the stability of four of these algorithms when the Poisson arrivals of the standard model are replaced
by D-BMAP arrivals (that is, the blocked and grouped access RASS).

3. Discretetimebatch Markovian arrival processes (D-BMAPS)

The D-BMAP is the discrete time counterpart of the BMf&8,27]and was first introduced if28].
Formally, a D-BMAP is defined by an infinite set of positive  matriceS(B,)o<, <0, With the property
that

B=ZBn (1)

is a transition matrix. By definition the Markov chailpassociated wittB and having{i; 1 < i < [} as
its state space, is controlling the actual arrival process as follows. Sugpeda statei at time¢. By
going to the next time instaneet 1, there occurs a transition to another or possibly the same state, and
a batch arrival may or may not occur. The entriBs); ; represent the probability of having a transition
from state to j and a batch arrival of size So, a transition from staido j without an arrival will occur
with probability (Bo); ;. Define byX, the number of arrivals generated at time

We assume that the transition matixs an aperiodic irreducible matr[29]. Notice that the stability
of an algorithm under reducible D-BMAP arrivals depends on the initial state at @, whereas this
is not the case for irreducible D-BMAPs. Aperiodic irreducible matrices are often referred to as primitive
matrices. Thus, whenever we refer to a primitive D-BMAP we mean to say that its transition Barix
aperiodic and irreducible. Fa& primitive the Markov chair/; has a unique stationary distribution. Let
B be the stationary probability vector of the Markov chdjni.e., BB = g andBe = 1 with ¢ a column
vector of 1's. The mean arrival rate= E[X,] of the D-BMAP (B,), is given by

r=p (Z nB,,) e. )
n=1
Due to the Ergodic theorem for primitive Markov Cha[@29] we have

EYE M Xl =
lim [21: il Ji ]] _
L—00 L

A 3

for1 < j < 1. D-BMAPs for whichB, = 0, forn > 2, are referred to as discrete time Marko-
vian arrival processes (D-MAPs). Many properties like the autocorrelation function or the index of
dispersion for count (IDC) can be found [ib5,28,30] Another important characteristic of D-BMAPs
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is that any finite superposition of D-BMAPs is again a D-BMAP. A few very simple D-BMAP sub-
classes, used for later discussions, are presentdgpendix A The D-BMAPs used to model nowa-

days communication network traffic are, of course, much more complicated and often have 50 or more
states, e.g., ii22,23] an individual video source (based on a Bond movie trace) is modeled by 65
states.

4. Analysis of the RASswith blocked access

It is well known[1,2,4]that if the input traffic is Poisson with a mearand if a CRA has an expected
running time7(n), to resolven participants, then the corresponding RAS with blocked access is stable
for all A < liminf n/T(n); unstable fon. > lim supn/T(n). The expression fof(n) depends upon the
CRA. Therefore, it is sufficient to study the asymptotic behaviot Gf(n) for n to infinity in order to
determine the stability of a blocked access algorithm under Poisson input. This behavior is, obviously,
independent of the arrival process. It is fairly easy to generalize this to the following theorem:

Theorem 1. A RAS with blocked acces®rresponding to a CRA that resolves conflicts of multipligity
in an expected tim&(n), is stable under primitive D-BMAP traffic if

1. A <liminf n/T(n)
and unstable if

1. A > limsupn/T(n),
2. n>1landl <i, j <!lexistsuch thatB,); ; # 0, that is the D-BMAP is not a D-MAP

The stability part of this theorem is straightforward as Cidon and[8jdiheorem 8have proven the
following theorem. Let = liminf n/T(n) and letN, ., be the number of new packets arriving to the
system in the intervalt, ¢t + L]. Then, the system is stable if there exist§ a 0 and anL* such that
E[N;:+1] < (o0 —é)LforallzrandL > L*. FromEg. (3)we know that the expected number of arrivals of
a primitive D-BMAP that occur in an interval of lengthapproache& L asL approaches infinity, where
A is the mean arrival rate (whichever the state at the start of the interval is). Because the number of state:
of the D-BMAP! is finite, we find that for any > 0O there exists ai* such thatE[N,,.] < (A +¢€)L
forallr andL > L*. Thus, whenevek + € < o, it suffices to choosé betweenOandoc — 1) — e > 0
to fulfill the required equation.

We did not manage to find a formal proof of a result similar to that of Cidon and Sidi, in the existing
literature, that allows a short proof of the instability condition. Therefore, we have extended Massey’s
argumen{2] for the Poisson result to D-BMAPs. Because it requires a number of Epsilons we give a
rigorous proof inAppendix B

Recall, the expressiofi(n) is the expected time required by the CRA to resolve a collision of
participants. Thus, it does not depend on the arrival process. As a result, the all well known efficiency
results for the CRAs presented3ection with fair and biased coins) and Poisson arrivals are also valid
for D-BMAP arrivals. For example, if the basic binary CTM is used as the CRA, we have a stable system
for any D-BMAP arrival process if the arrival rate< 0.3464. Similarly, the system is always unstable if
A > 0.3471. This immediately closes the discussion of the blocked access algorithms. Next, we consider
grouped access systems, which are more difficult to analyze.
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5. Analysisof the RASswith grouped access

We restrict ourselves to the case wherghe length of the grouping interval, is an integer value énd
the splitting factor, is equal to 2. The arguments presented in this section can easily be extended to the case
whereQ > 2. Most of the researchers working on RASs with grouped access focus on CRAS with
because the basic idea behind grouping is to form groups with a small number of contenders (ideally,
[slightly more than] one in each grouf0]). Therefore, it is important to have a CRA that performs
well for groups with very few contenders. The bagleary CTM algorithm is known to perform best
in resolving groups witlk < 3 participants forQ = 2. The same can be said about the modified CTM
algorithm forn < 7 [6]. Moreover, the resulting RASs achieve the highest maximum stable throughput
when the length of the grouping intervalis optimized (under Poisson arrivals). The fact that the binary
CRAs are the best in resolving small groups does not depend on the statistics of the arrival process; hence,
we also expect the binary CRAs 8kction 2to perform best under BMAP input traffic i is small
(except for some of the more artificial processes belonging to the class of the D-BMAPS).

We start by proving that a RAS that uses a grouping algorithm as its CAP is stable under primitive
D-BMAP traffic if the expected time required to resolve an arbitrary gr8p@] is smaller thanA and
unstable ifE[G] > A. Afterwards we indicate how to obtain tight upper and lower bounds[@r. For
the two CRAs introduced iSection 2 with O = 2 and fair coins, these bounds allow us to determine
the maximum stable throughput with sufficient accuracy.

5.1. A stability condition for D-BMAP input

A RAS that applies a grouping strategy as its CAP under primitive D-BMAP input traffic can be seen
as a queue with the following characteristics. We assumedtiman integer. The customers arriving in
the queue correspond to the groups produced by the algorithm. Thus Aetieng slots a new customer
arrives—that is, we have a deterministic arrival process. The queue has an infinite waiting room and a
single server. A customer is said to be of typaith 1 < j < [ if the state of the input D-BMAP at
the start of the corresponding grouping interval wa3he group types are therefore determined by a
primitive discrete time Markov chain with transition mat#x', whereB is the transition matrix of the
input D-BMAP, i.e.,B = ) B,. Thus, if the type of customer is i than the type of customer+ 1
is j with probability (B4); ;. The service time of a customer—that is, the time required to resolve the
corresponding group—depends upon the type of the customer. Hence, the service time of a customer of
type j is t with some probabilityG ;(r). Meaning, the service time distribution of a customer depends on
the state of the D-BMAP at the start of the corresponding grouping interval.tRernumber of states
of the D-BMAP, or else the number of customer types, equal to one the above-mentioned queue reduces
to aD/G/1 queue and such a queue is known to be stable farl [31]. This condition is obviously
equivalenttaE[G] < A. Another way to prove thai[G] < A is a sufficient condition for stability when
[ = 1is to use the stability lemma of PaKd$), p. 264] For! > 1, things are slightly more complicated.

The arrival process of our gueue can be seen as a special case of the discrete time version of a Markoviar
arrival process with marked arriva]32,33], denoted aMMAP[K]. Such a Markov arrival process is
characterized by a set af x m matricesMy and M; with J a string of integers, where each integer is
part of [1 K]. The i, jth element ofM,, with J = ji, ... j,, n > 0, represents the probability that a
transition is made from staigto j and thatn arrivals occur. The type of thesearrivals is as follows:
thekth customer that arrives is a customer of tyjpeThe matrixM, characterizes the transitions when
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no new arrivals occur. Fak = 1 theMMAP[ K] arrival process reduces to a D-BMAP arrival process
(if we identify the matrixB,, with M; whereJ is a string that consists af ones). It is easily seen that
the arrival process of our queue of interest is actuaMMAP[ K] process withKk = [ andm = Al. The
matrix My has the following form:

(O I 0 ... 0O
O 0715 ... 0O
MO — . . : . , (4)
0O 00 ... 1O
0O 0 O ... 01
0O 00O ... 0O
wherel is thel x [ unity matrix. The matriced/,, 1 < k < [, obey the following equation:
0 00 ... 00O
0 00 ... 00O
Mk — . . . T . . ’ (5)
0 00 ... 00O
0 0O 0 ... 00O
B2k 0 O ... 0O

whereB“ (k) is obtained fromB4 by keeping théth column of the matrix34 and setting all other elements
to zero. The entries of the matricds with J a string of length 2 or more are all zero. Now that we know
that the input is aMMAP[ K], the queue we are interested in is a special caseMM&AP[ K]/ G[K]/1
queue.

He[32] has shown thatlMAP] K]/ G[ K]/1 queue with a work conserving service discipline is positive
recurrent ifo = M E[G1] + --- + Ak E[Gk] < 1 and is transient ib > 1, where); corresponds to the
average number of typecustomers arriving in the queueing system (per time unit) &j@;] to the
expected service time of a typeustomer. In our case, the vect@s, . . ., Ag) is nothing but the vector
B/ A, whereBB = B andBe = 1 (because is also the invariant vector a§). Thus,Ap is equal to the
expected service time of an arbitrary customer—that is, the expected time required to resolve an arbitrary
group. This proves that we get a stable, respectively, unstable, system whEp@yetr A, respectively,

E[G] > A. Notice, that the stability of a grouped access RAS corresponds to saying that the number of
waiting groups does not grow to infinity.

5.2. Tight bounds oi&[G]

Following Massey's approad8], itis fairly straightforward to obtain a tight upper and lower bound on
E[G] when the basic or modified binary CTM algorithm is used to resolve the groups. First, we determine
the probability that a group containcontenders—that i, arrivals occur in the corresponding interval
of length A. The probability that the state of the D-BMAP js1 < j < I, at the start of a grouping
interval is equal to8;, wherep; is the jth component of the stationary vectprcorresponding to the
input D-BMAP because is also an invariant vector a8“. The probability of having: arrivals in an
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interval of lengthA provided that the state isat the start of the interval, sa§;(n), is easily computed
as follows. Define the matrice®, ;,i > 1,n > 0, as

n
B, = Z Bji—1By—; (6)
j=0

with B, 1 equal toB,,. Then, P;(n) is found as thejth component o3, 4e. Therefore, the probability
that a group contains arrivals, sayP(n), is nothing butZ’j:1 BjPj(n).

The expected time required to resolve an arbitrary gre(@] is found ase[G] = ), P(n)T(n),
whereT(n) represents the expected time required by the CRA to resolve arsebafenders. Mass€g]
obtained the following upper and lower boundsi®n) for the basic and modified binary CTM algorithm.

In order to distinguish both algorithms we writg(n) for the expected time required by the basic binary
CTM algorithm andr,(n) as the expected time required by the modified binary CTM algorithm. For the
basic binary CTM algorithm we have

To(n) < ain — 1+ 280, + (2 — a1)81, + (6 — 2a1)82,, + (%2 — 3a1)83,0 (7)
with a; ~ 2.8867 ands; ; = 0 if i # jand 1ifi = j. Moreover,

To(n) = aon — 14 280, + (2 — a2)81, + (6 — 2a2)82, + (2 — 3a2)83, (8)
with a, ~ 2.8810. Whereas for the modified binary CTM we find

Tim(n) < bin — 14280, + (2— b1)1, + (5 — 2b1)82,, + (8 — 3b1)83,, 9)
with b1 ~ 2.6651 and

Tim(n) = bon — 1+ 280, + (2 — b2)1n + (5 — 2b2)82,, + (8 — 3b2)83, (10)

with b, ~ 2.6607. If we calculateE[G] = ), P(n)T(n) and replacel(n) by its lower, respectively,
upper, bound we obtain a lower, respectively, upper, boung[ar]. Whenever the lower bound is larger
than A we know fromSection 5.1that the RAS is unstable, whereas if the upper bound is smaller than
A we have a stable RAS. For those cases that produce an upper bound largérahéa lower bound
that is smaller we know nothing about the stability.

5.3. Numerical results

In this section we will show that there exista. @i, and aimnay for each RAS considered such that the
RAS is stable for all primitive D-BMAPS withh < Anmin and unstable for all primitive D-BMAPSs with
A > Amax T he difference between,, andimax depends on the length of the grouping intextalVe also
prove that the value dfnin, respectivelyimax can hardly be increased, respectively, decreased, meaning
that there exists &small such that there exits a D-BMAP with an arrival ragg, + é for which the RAS
is unstable and a D-BMAP with an arrival ratgax — 8 for which the RAS is stable.

Theorem 2. A RAS with grouped accedbat uses the basic binary CTM algorithm as its CisSstable
under primitive D-BMAP traffic if

1 1 1
A< — (1— —> ~ 0.3464<1— —) , (11)
A A

a
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wherea; ~ 2.8867,and unstable if

1 _1 1.8810
s — (1+ 2 ) ~ o.3472(1+ —) : (12)
ao A A

wherea, ~ 2.8810.

Proof. UsingEq. (7)andTy(n) < ainforn > 0, we haveE[G] = ", .o P(n)To(n) < >, gainP(n)+

P(0) = a1rA + P(0). Hence,l < (1/a1)(1 — P(0)/A) is a sufficient condition for having a stable
algorithm. Obviously,P(0) < 1if A > 0. As a result we have stability ¥ < (1/a;)(1 — 1/A) for

any primitive D-BMAP input traffic. Usind=q. (8) we haveE[G] = ), P(n)Ty(n) > az ), nP(n) —

>, P(n) +2P0) + (2 — az) P(1) + (6 — 2a2) P(2) + (26/3 — 3az) P(3) > apAA — 1+ (2 —ap) =

a A — (az — 1). Thus, the grouping algorithm that uses the basic binary CTM algorithm is unstable if
A > (1/ax)(1+ (a2 — D)/ A). 0

From the proof ofTheorem 2t should be clear that only the presence of empty groups might reduce
the maximum stable throughput belowicd ~ 0.3464. Similarly, we can prove the following theorem
for the modified binary CTM algorithm:

Theorem 3. A RAS with grouped accedbat uses the modified binary CTM algorithm as its CRA
stable under primitive EBMAP traffic if

1 1 1
A< — (1 — —) ~ 0.3752(1 — —> , (13)
b1 A A
whereb; ~ 2.6651,and unstable if
1 bo—1 1.660
A>—11 ~03758(1+ ——— ), 14
- 5 (14715 ~oamsa(1+ 227) 0

whereb, ~ 2.6607.

Numerical results for different values dfare presented ifable 1 Obviously, forA large we find that
the interval reduces to Jk1, 1/a;], respectively [Xb1, 1/b5]. Both these intervals are rather small and
contain the maximum stable throughput of the corresponding RASs with blocked acceSsdser 3.
Thus, whether the basic, respectively modified, binary CTM algorithm uses a blocked access strategy ot
a grouping strategy (witht large) makes little difference as far as the stability under primitive D-BMAP
traffic is concerned. The fact that these blocked access and grouped access,|avie, algorithms
perform similar was already known for Poisson input trgfic The following property proves that the
size of the intervals iffable 1can hardly be decreased.

Property 1. Consider a RAS with grouped accgtdgt uses the basic binary CTM algorithm as its CRA.
Then for eache > 0t is possible to find a primitive D-BMAP with an arrival raiga,(1 — 1/A) + ¢

for which the RAS is unstahland a primitive D-BMAP with an arrival rat&/a; (1 + (a; — 1)/A) — ¢

for which the RAS is stahle
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Table 1
Numerical values for the four quantitiesTineorems 2 and 3
A Basic binary Modified binary
1 0 1 0 1
2 0.1732 0.6736 0.1876 0.6879
3 0.2309 0.5647 0.2501 0.5839
4 0.2598 0.5103 0.2814 0.5319
5 0.2771 0.4777 0.3002 0.5007
10 0.3118 0.4124 0.3377 0.4383
20 0.3291 0.3797 0.3565 0.4070
50 0.3395 0.3602 0.3677 0.3883
100 0.3430 0.3536 0.3715 0.3821
1000 0.3461 0.3478 0.3748 0.3765
10000 0.3464 0.3472 0.3752 0.3759
00 0.3464 0.3471 0.3752 0.3758

Proof. For A = 1 the proof is trivial. ForA > 2, consider the D-BMAP withi2A — 1) states and the
following matrix Bo, wherel; represents thg¢ x ;j unity matrix

0 00 0 O
0 0 Ino 0 O
1 1
Bo=|1-= 00 = 0 : (15)
p p
0 00 0 Ixo
0 00 0 O

The symbol 0 in the matriB is sometimes used for a vector of zeros, a matrix of zeros or simply a zero.
The dimension of each of these 0 entries should be clear from the fact that the D-BMAR hdss2ates.
Notice thatp is a parameter that we fix later on. The maiBixis a matrix with all its entries equal to zero,
exceptfon(By)12 = 1. Allthe otherB; matrices with > 1 are zero, exceptf®,, wherem is a parameter.

As for the matrixB;, the matrixB,, has only one entry differing from zer6Bm)24-1.1 = 1. Thus, our
D-BMAP is completely determined once we fix the parameterg and A. It is fairly straightforward

to prove that this D-BMAP is a primitive one (actually, it follows from the fact that the greatest common
divisor of A and 2A — 1 equals one). Moreover, the invariant vegBocan be obtained explicitly as a
function ofm, p and A. With this vector one finds the following arrival rateand probabilitiesP(n):

Ap—1 A1
=m——|—p’ p(l)zp—’ Pim) = ———
Ap+A-1 Ap+A-1 Ap+A-1
1
P H=——,
m+ )= A1

the other probabilitiesP(n) are equal to zero. With these probabilities, d&ml (8) we can find the
following upper bound for the expected service tif{g5] of an arbitrary group:

Alp—1) +amA+a;—1 (16)
Ap+4A-1 ’
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Provided that this upper bound is smaller tharwe have a stable algorithm for this D-BMAP input
traffic. This stability condition can be rewritten as

1 al—l
—A—l( 3 +a1m—A><p. (17)

Hence, if we choose ase > 0 plus the left-hand side d&q. (17)we have a stable algorithm. Having
done this the arrival rate can be written as

_ma+A-1D+ (a1 —1)/A—-A+e(A-1) (18)
B arAm + ay — 2A + eA(A — 1) '

A

This value can be optimized by lettinggo to infinity, in which case approaches/k;(1+ (a1 —1)/A).
This proves half of the theorem. The construction of the D-BMAP used to prove the other half is very
similar and aims at finding a D-BMAP that either generates empty groups or very large groupsa

Using the same primitive D-BMAP arrival processes we can prove the following property as well.

Property 2. Consider a RAS with grouped accegsst uses the modified binary CTM algorithm as its
CRA Thenfor eache > 0Oitis possible to find a primitive D-BMAP with an arrival ralgb,(1—1/A) +¢

for which the RAS is unstable, and a primitive D-BMAP with an arrival tgte, (1 + (b1 — 1)/A) — ¢
for which the RAS is stahle

Numerical results for different values af are presented ifiable 2 If we compare these values with
Table 1 it is clear that the values ihheorems 2 and 8an hardly be increased, respectively, decreased,
that is, the difference is at most 0.0007 for afiy> 1. As with many of the arrival processes belonging
to the class of the D-BMAPSs, the processes used to pPogperties 1 and 8re quite artificial and are
not very likely to be used as a model for the input traffic of a communication network. To get an idea
of the statistical properties that influence the maximum stable throughput, we study the maximum stable
throughput of the RASs for a number of very simple D-BMAP arrival processes describpgdémdix A

Table 2
Numerical values for the four quantitieshroperties 1 and 2
A Basic binary Modified binary
1 0 1 0 1
2 0.1736 0.6732 0.1879 0.6876
3 0.2315 0.5643 0.2506 0.5835
4 0.2604 0.5098 0.2819 0.5314
5 0.2778 0.4771 0.3007 0.5002
10 0.3125 0.4118 0.3383 0.4377
20 0.3298 0.3791 0.3570 0.4077
50 0.3403 0.3595 0.3683 0.3877
100 0.3437 0.3530 0.3721 0.3815
1000 0.3469 0.3471 0.3755 0.3758
10000 0.3472 0.3465 0.3758 0.3753

00 0.3472 0.3465 0.3758 0.3753
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Fig. 1. The impact ofA on the maximum stable throughput (basic).

5.3.1. Two-state Markov modulated Poisson processes (TMMPP)

We start with a discussion of the two-state Markov modulated Poisson processes described in
Appendix A.3 As with the class of the primitive D-BMAPS, there existsig: such that all two-state
Markov modulated Poisson process withh a< At result in a stable algorithnk, > A result in an
unstable algorithm. However, if we fix the parameteendb and make\., a function ofi, such akit
can be found. We refer to this,i; as the maximum stable throughput of th&-, f(11), a, b) process,
where the dot indicates that the arrival rate of state 1 is the variable of the process.

Fig. 1, respectivelyFig. 2, compares the maximum stable throughput as a functigh(@ < A < 10)
for a few TMMPPs when the basic, respectively, modified, binary CTM algorithm is combined with a
grouping strategy. We denote a multiple of 0.0005, as the maximum stable throughput if the interval
[x, x + 0.0015] holds the maximum stable throughput of the arrival process considered. Both figures are
almostidentical, except thatthe modified scheme supports throughputs which are afew percentages higher.
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Fig. 2. The impact ofA on the maximum stable throughput (modified).
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A first conclusion drawn from both figures is that a rather serious degradation of the maximum stable
throughput might occur if the burstiness of the arrival processes—that is, the variance of the number of
arrivals in a time slot—increases, especiallyiifis very small. The reason for this is the presence of
the empty groups (this follows from the proof ©heorem 2. Although the probabilityP(0) of having
an empty group does not decrease that rapidly when increasirige throughput degradation does
disappear rather quickly. This is due to the fact that the throughput can be written as a weighted sum of
the throughputd;, whereT; is the throughput associated with a collision resolution interval (CRI) that
corresponds to a grouping interval starting in siai®e refer to such a CRI as a typ€RI. DenoteC;
as the expected time required by the CRA algorithm to resolve a CRI of tyifeen, the weightv; that
corresponds t@; equals

Zj BiC;j
Inthe case of oud (-, O, a, b) processed; ~ 0because, = 0. Increasing\ resultsin a decreasing(0).
However, P(0) decreases slowly (especiallytifis large). Nevertheless, the maximum stable throughput
recovers quickly when increasinty This follows from the fact thab, decreases rapidly when increasing
A. Indeed, we find that the expected number of contenders associated with a type 1 CRI increases rapidly
asA increases; henc€), increases rapidly. Whereas the expected number of contenders in a type 2 CRI
remains close to zero (fat « b); hence,C, remains small. This implies that the weight associated
with T, ~ 0 decreases rapidly whefi increases, which explains the rapid restoration of the maximum
stable throughput when is increased.

Figs. 1 and also indicate that correlation is of lesser importance. For instanc#/th®, 30, 30), the
correlation function-(k) of which decays as.0333, performs only slightly better than th(-, 0, 300,

300), which has a correlation functiottk) that decays as.9933. Moreover, the results for thif(-, 0,

300Q 3000 arrival process, which are not included in the figures, are almost identical to those of the
M(-, 0,300, 300 process. This comes as no surprise because the grouping mechanism breaks the cor:
relation (Moreover, the order in which the groups are resolved is of no importance with respect to the
efficiency, indeed, He's theorem used to obtain the stability conditi@eation 5.1s valid for any work
conserving scheduling discipline.)

Notice, the maximum stable throughput undé¢-, 0, 30, 210 input traffic is only a few percentages
higher than la;(1 — 1/A), respectively, 1»1(1 — 1/A) (seeTable 1. We can easily define a TMMPP
for which the maximum stable throughput is even closer/ig @1 — 1/A), respectively, 16;(1—1/A).

For instance, the basic, respectively, modified, CTM algorithm with grouping has a maximum stable
throughput unded?(-, 0, 30, 3000 input traffic of~0.1770, respectively0.1915. Theé(-, 0, 30, 3000

process is very bursty: the average sojourn time in the silent state is 3000 slots, whereas the average tim
in the active state is only 30 slots. Therefore, all the traffic is more or less concentrated in 1% of the
grouping intervals of lengtit.

5.3.2. Erlang arrival process

As with the TMMPPs, there exists rig;i; for all Erlang processes (sé@pendix A.2for a definition),
however, fixing the parametémresults in a uniqgue maximum stable throughig. 3 and 4present the
results for the Erlang arrival processes. As expected we get a higher maximum stable througigut if
increased, i.e., if the process becomes more deterministic. Also, the results forth&®Rrocess are
only a few percentages belowd (1 + (ax — 1)/ A), respectively, 1bo(1 + (bo — 1)/A). Fork = 50
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we found a maximum stable throughput far= 2 of ~0.623, respectively0.6415. It is easy to prove
that the maximum stable throughput fdr= 2 converges to.825, respectively, 8429, ask approaches
infinity. Erlang arrival processes withlarge can be used to model constant bite rate (CBR) traffic sources
in communication networks.

Similar figures can be obtained for other arrival processes belonging to the D-BMAP class.

6. Conclusions

This paper examines the maximum stable throughput of a random access system whiztansase
algorithms (whereQ is the number of groups into which colliding users are split) of the Capetanakis—
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Tsybakov—Mikhailov—Vvedenskaya type for an infinite population of identical users generating packets
according to a discrete-time batch Markovian arrival process (D-BMAP). Blocked and grouped channel
access protocols have been considered in combination@viginy collision resolution algorithms that
exploit either binary (“collision or not”) or ternary (“collision, success or idle”) feedback. For the resulting
RASSs the corresponding maximum stable throughput is determined.

For the RAS with blocked access, it was shown that the well known stability results for the Poisson
traffic also apply to D-BMAP arrival processes. Thus, for each CRA, there existg and as small
such that the RAS with blocked access is stable under all primitive D-BMAPs with a mean arrival rate
A < Agit — 6 and unstable if. > gt + 8.

For the grouped access RAS it was shown that for each CRA there exigisand aimax Such that
the RAS with grouped access is stable fok Anmin and unstable fok > Amax. The difference between
Amin @ndAmax depends on the length of the grouping intersalWe have also proven that the value of
Amin, fespectivelyimax, can hardly be increased, respectively, decreased, meaning that there éxists a
small such that there exits a D-BMAP with an arrival ragg, + 8 for which the RAS is unstable and a
D-BMAP with an arrival raté\max — & for which the RAS is stable. Additional numerical explorations,
in Section 5.3have indicated that the stability results are the worst if the arrival process is bursty, and to
a lesser extend, highly correlated. However, provided that the length of the grouping intésvabt too
small, i.e.,A > 10, the stability remains high, i.e., above 30%.

In general, it is concluded that the RASs considered maintain their good stability characteristics under
the wide range of D-BMAP arrival processes—with the exception perhaps of grouped access RASs with
A, the length of the grouping interval, small—thereby further extending the theoretical foundations of
tree algorithms.
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Appendix A. Some D-BM AP subclasses
A.l. The discrete time Poisson process

The discrete time Poisson process is obtained by observing the continuous time Poisson process at th
slot boundaries. Arrivals that occurred in the interivat + 1] are now assumed to arrive on the boundary
of slotr andt + 1, i.e., at time + 1. We can model the discrete time Poisson process as a D-BMAP with
a single state by letting, = e *1"/n! for n > 0. For later reference, we abbreviate the Poisson process
as PRA).

A.2. The discrete time Erlang process

We define the continuous time Erlang process as follows. The continuous time Erlang process has
independent and identically distributed interarrival times that obey an Erlang distribution with parameters
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k and ., (this A, is not to be confused with the arrival rateof the corresponding D-BMAP). Clearly,

for k = 1 the Erlang process is reduced to the Poisson process. By observing the Erlang process at
the slot boundaries we obtain the discrete time Erlang process (arrivals are assumed to occur on slot
boundaries). The discrete time Erlang process can be modeled as a D-BMAP in the following way. Let

v, =€*A"/n! . n >0, and letB,, n > 0, bek x k matrices defined as
(Bn)i,j = Vnk+j—i> k> j—1, (A1)
(Bn)i,j =0, nk< Jj—1 (AZ)

The arrival rater of this D-BMAP is . /k. For later reference, we abbreviate the Erlangrocess as
ER(A,, k).

A.3. The two-state discrete time Markov modulated Poisson process

Two-state discrete time Markov modulated Poisson processes are characterized by two parameters
A1, A2 and a 2x 2 matrix T. The process will generate arrivals according to a Poisson process with a
mean rate.; when the current state isTransitions from one state to another can occur at the end of each
time slot according to a 2 2 transition matrixr:

11
1—= -

T = 1“ “1 . (A.3)
b 1— =
b b

The expected sojourn time in state 1, respectively, stated respectivelyp, time slots. The matrices
B, are found as

A e 1 MeMl

1- = =

n! a n! a

B, = ) (A.4)
reel AL et (1 1)

n b n! b

Notice, Y B, = B = T. The arrival ratex is calculated agiia + A2b)/(a + b). For later refer-
ence, we abbreviate the two-state Markov modulated Poisson process with parametgrs andb as
M(Ay, A2, a, b).

Appendix B. Proof of Theorem 1

Let ¥; and X; denote the length and the number of participants ofttneollision resolution interval
(CRI), whereX, and Yy correspond to the CRI beginning at time= 0. Let Z; denote the state of the
primitive D-BMAP at the start of théth CRI, whereZ is the state at time= 0. LetT(n) be the expected
time required by the CRA to resolve a setofontenders, i.eT(n) = E[Y;|X; = n]. Using the law of
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total probability, we have

E[Y] = ) | PIX; = n] E[Yi|X; = n]. (B-1)
n=0

Let t = lim supn/T(n), then for any; > 0 there exists aW such that:/T(n) < 7+ €, forn > N. In
other wordsT(n) > n/(t + €;) for n > N. Therefore, we can writEg. (B.1)as

1

E[Y;] =
T+ €1

Y nP[X;=n]+ Y E[Yi|X; =n]P[X; =n]. (B.2)

n>N n<N

LetT(n) = n/(t+€1)+g(n), whereg(n) is a correction that can be either positive or negative. Therefore,

E[Y] > E[X]+ ) gm)P[X; =n]. (B.3)

T+ €1 v

Wheneverg(n) > 0 we use 0 as a lower bound fg(n) P[X; = n]; otherwise, we usg(n) as an lower
bound forg(n) P[X; = n]. Hence,

E[Y] > . L E[Xi] +e, (B.4)

€1

wheree; > 0, e < 0 is a fixed number that depends upon the valug @ind the CRA, but that does not
depend upon. We know fromEq. (3)that for any primitive D-BMAP the expected number of arrivals in

an interval of lengtl. approaches L asL approaches infinity, whereis the arrival rate of the D-BMAP
(independent of the state at the start of the interval). Thus, because the number of states of a D-BMAP is
finite, we have that for any, > 0 there exists & such thatE[X;,1]Y; = L] > (A — &)L for L > K.

Hence, by means of the law of total probability

E[Xiy1] = (A —€2) Z LP[Y; = L] + Z PlY; = L]E[X;1alY; = L]. (B.5)

L>K L<K
RecallZ; is the state of the D-BMAP at the start of thh CRI. Obviously,
E[X;1|Y; = L] = min E[X;1|Y; = LN Z; = j]. (B.6)
J
The expression miE[X,,1|Y; = L N Z; = j] is nothing but the expected number of arrivals generated
by the input D-BMAP during an interval of length, provided that the state at the start of the interval

is j. Hence, we can write it a6, — ;)L + h(L), whereh(L) is a correction that is either positive or
negative, to obtain

E[Xi1] = (. — ) E[Y,] + ) h(L)P[Y; = L]. (B.7)

L<K
Forh(L) negative, respectively, positive, we repladé. ) P[Y; = L] by h(L), respectively, 0, to find that
E[Xi1] > O — ) E[Y] + f, (B.8)
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where f < 0 is a fixed number that depends upgnthe input D-BMAP and CRA, but that does not
depend upon. CombiningEgs. (B.4) and (B.8provides us with the following equation:

E[X;i1] >

€

2E[X] + (L — e2e + f (B-9)

T+ €1

fori > 0. When the equality is taken kx. (B.9) we have a first-order linear recursion whose solution for
the initial conditionXy, = N andZy = j is a lower bound orE[ X;]. This lower bound can be rearranged
to the following form:

[()»—62)€+f] ) <)»—€2)i+ [(X—€2)€+f] (B.lO)

1-(A—e€)/(t+€1) T+ €1 1-(A—e€)/(t+€1)

withe < 0 andf < 0. Define [A — €2)e + f]/(1 — (A — €2) /(T + €1)) asq. For (A — €2) > (t + €1)
we findg > 0. Thus, for(A — €2) > (t + €1) the lower bound folE[ X;] presented irEq. (B.10)grows
without a bound asgoes to infinity if N is large enough—that is, larger thanFor N smaller thary the
lower bound forE[ X;] decreases to minus infinity and we know nothing frem (B.10)

Notice, Eq. (B.10)actually states that if a CRI with more thgnparticipants occursE[X;] grows
without bound—that is, the algorithm is unstable under D-BMAP traffic—for 7. It is not difficult to
prove, by means of a finite Markov chain with an absorbing state, that a CRI with morg ¢batenders
occurs, when the CRAs ddection 2are used, with probability one if the input D-BMAP is not a
D-MAP.

E[X;] > (N—
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