
A MAC Protocol for Wireless ATM SystemsSupporting the ATM Service CategoriesB. Van Houdty, C. Blondiay, O. Casals z, J. Garcia z, D. Vasquez-Cortizoyy University of AntwerpDept. Math. and Computer SciencePerformance Analysis of Telecommunication Systems Research GroupUniversiteitsplein, 1, B-2610 Antwerp - Belgiumfblondia,vanhoudt,dcortizog@uia.ua.ac.bez Polytechnic University of CatalunyaComputer Architecture DepartmentC/ Jordi Girona, 1-3, E-08034 Barcelona - Spainfolga,jorgeg@ac.upc.esAbstractThis paper presents a new Medium Access Control (MAC) protocol for broadband wirelessATM Local Area Networks. Quality of Service (QoS) is provided by the support of thedi�erent ATM service categories. The system is TDMA with Frequency Duplexing and has acentralized architecture: one Base Station (BS) controls the access to the shared medium formultiple Mobile Stations (MS) per cell. The main issues addressed concern the informationexchange between BS and MSs, the bandwidth allocation algorithm for the uplink channel(the scheduler at the BS), the frame structure and the analysis (throughput and delay) of theSplitting algorithms combined with Polling to be used in the uplink contention channel.1 IntroductionBroadband and mobile communications have become two major issues in the telecommunicationscommunity. The standardization of ATM, meant to be the technology for the future BroadbandIntegrated Services Digital Network (B-ISDN), and the widespread commercial success of wire-less standards such as GSM and DECT have both arisen the interest in a technology allowinga wireless (indoor) access to the high-capacity integrated-services wired networks being alreadydeployed.The importance of wireless broadband systems is also made evident by the number of projectswithin the European program ACTS concerning the topic (e.g. MEDIAN, Magic WAND [7],SAMBA [10], AWACS, AMUSE), despite the technical di�culties involved: a broadcast channelwith Bit Error Probabilities that can be as bad as 10�3-10�4, the limited spectrum availability,the high frequencies involved and the need to provide the di�erent tra�c classes with di�erent1



Quality of Service (QoS) guarantees.Within this framework a number of Medium Access Control (MAC) protocols have been pro-posed such as MASCARA [9], PRMA [4], DSA++ [10], DQRUMA [6] and others [13, 3, 12]. Afeature in common (except for [3]) is the centralized TDMA architecture, with a Base Station(Access Point) running a scheduler which rules the access to the broadcast channel in the uplink(the transmissions from the mobile stations to the base station). The transmission needs at themobiles are usually piggybacked in the data packets that have already been scheduled, but theprovision of an uplink contention channel is also necessary not only for the new terminals enteringthe network but also for those terminals which have remained silent for a long period or havesudden increases in their uplink transmission needs (e.g. VBR tra�c).The work presented in this paper is a new proposal for a wireless broadband MAC protocolwhose main contributions concern the scheduler design and the aim at a more e�cient uplinkcontention channel. E�ciency in the uplink contention channel has often been overlooked onthe assumption of a poor channel utilization. In this paper we provide analytical results for thecalculation of the throughput and delay associated to the requests when a splitting algorithm[1, 11] combined with polling is employed.The system we are considering in this paper has the following characteristics. Consider a cellin an ATM network with diameter of around 100m, consisting of a base station (BS) serving a�nite set of mobile stations (MS) by means of a shared radio channel. The number of MS isnot necessarily �xed, as new MSs may enter the cell and others may leave the cell. The BS isconnected to an ATM switch which supports mobility, realizing access to the wired ATM network.ATM PDUs arriving in the BS with destination a MS are broadcasted downlink. ATM PDUsoriginating from a MS share the uplink radio channel using a well de�ned access protocol. Thedesign and evaluation of such a MAC protocol is the subject of this paper. The netto bit rate ofthe uplink and downlink channels is of the order of 25 Mbit/s (a gross rate of 50 Mbit/s). Theaccess technique is Time Division Multiplexing Access (TDMA) and Frequency Division Duplex(FDD). The BS of a cell attaches to each MS in that cell an address that will be used by the MAClayer. This MAC address consists of 2 bytes. In addition, the BS maintains for each MS a tablecontaining connection related information: type of service category, tra�c contract parameters,etc.We propose a MAC protocol with centralized control located in the BS. The uplink channel isused by the MSs to inform the BS about its bandwidth needs (through requests) and to transmitATM PDUs (data cells, RM cells, OAM cells), according to the MAC protocol. The downlinkchannel is used to send acknowledgments, information about the permission to use the uplinkchannel and to transmit ATM PDUs (data cells, RM cells, OAM cells). The bandwidth of theuplink channel is allocated among the active MSs on basis of the ATM service category the con-nections carried by an MS belong to, the tra�c contract and the current tra�c conditions. Theservice categories that are considered are CBR, VBR, ABR and UBR. We assume that each MScan carry at most one connection of each service category. In the sequel of this paper ATM PDUswill be called as usual cells.The paper is structured as follows. The second section describes the information exchangebetween MS and BS. Section 3 gives a detailed description of the mechanism used to informthe bandwidth needs of the MS. Section 4 presents the structure of the uplink and downlinkframe. Section 5 is devoted to the bandwidth allocation algorithm, i.e. the rules that are usedto share the available bandwidth among the active stations. Section 6 deals with the speci�cfeatures of the MAC protocol to support the 
ow and congestion control schemes of the ABRservice category. The most critical part of the MAC protocol, namely the contention resolution2



scheme, is analytically evaluated in Section 7. The details of the model and the analysis are notpresented, but they are used in Section 8, where numerical results illustrate the impact of thedi�erent system parameters on the delay and the throughput. Conclusions and directions forfuture research are given in Section 9.2 Information Exchange between MS and BSIn this section we describe the information exchange between MS and BS. Assuming a MACprotocol with centralized controller located in the BS, each MS must be able to inform the BSabout its bandwidth needs and the BS should be able to inform the MS about the receivedbandwidth. The information exchange is based on a request/permit mechanism.2.1 PermitsIn order to be allowed to use the uplink channel, the MS has to receive a permit from the BS. Apermit has a length of 4 bytes and contains the following information(i) the address of the permit's destination MS (2 bytes)(iii) the service category of the connection receiving the permit: CBR, VBR, ABR, UBR (2bits)(iv) an indication of the instant the MS can send an upstream PDU (i.e. the sequence numberof the slot in the next upstream frame that may be used to send the upstream cells) (14bits)2.2 RequestsThe MS declares its bandwidth needs to the BS by means of requests. There are di�erent waysto send requests, depending on the ATM service category the requested bandwidth will be usedfor. A request needs 8 bytes and contains the following information:(i) address of the MS that is issuing the request (2 bytes)(ii) per type of service category (VBR, ABR, UBR), the number of cells that are waiting in therespective queues ( 3 times 2 bytes)There are two di�erent ways to send requests (in the second case a slightly di�erent format isused, see section 4.1):(i) Piggybacked with upstream packets : when an MS is allowed to transmit a packet, its futurebandwidth requirements are added (i.e. piggybacked).(ii) Using a contention resolution protocol : speci�c time intervals are used to let all MSs whowant to inform the BS about their bandwidth needs compete for access to the medium tosend this information.Depending on the service category, a combination of these mechanisms is used to declare thebandwidth needs of the MS.3 The Request MechanismIn this section we describe the mechanisms used to inform the BS about the bandwidth needs ofthe active MS. The two di�erent ways of sending requests mentioned in Section 2.2 are used tosupport Quality of Service provisioning in the di�erent ATM service categories.3



3.1 Request Mechanism for CBR Tra�cIn view of the regular arrival instants of PDUs in the MS of a CBR connection, and in orderto reduce the overhead introduced by the request mechanism, a polling scheme is used withoutexplicitly sending requests. The MS does not generate a request for each cell it wants to transmit.Instead, the Permit Distribution Algorithm (see Section 5) generates at regular instants (i.e.according to the Peak Emission Interval agreed at call setup for a CBR connection and maintainedin a table in the BS) permits for each MS with a CBR connection.3.2 Request Mechanism for VBR Tra�cDue to the variability of the cell rate, we can not use the above scheme any longer. In principle apiggybacking scheme is proposed for this type of services as this introduces a minimal overhead.This means that a MS can add a request to each upstream cells (whatever the service category thiscell belongs to: e.g. an upstream slot containing an ATM cell belonging to a CBR connection cancontain a request for a VBR connection carried by the same MS). However, this scheme fails incase the last upstream cell leaves behind empty bu�ers and the VBR connection is still active (i.e.will generate a cell in the future). In particular the �rst cell of a new burst needs a mechanism toinform the BS about its presence. For this we propose a combination of a contention resolutionand polling scheme, called the Identi�er Splitting Algorithm with Polling. In what follows we givea more detailed description of the two parts of this protocol.3.2.1 The Identi�er Splitting Algorithm (ISA)This protocol is based on the well known tree algorithm [1] and was proposed by Petras in [11].A contention cycle (CC) consists of a number of consecutive upstream frames during which thecontention is solved for all requests that want to make use of this scheme at the beginning of thecycle. Requests that intend to use the contention resolution scheme generated by an MS duringa CC have to wait for participation till the start of the next CC. In the �rst frame of a cycle, anumber of contention minislots are available,which can be used for contention resolution (we say that we start at level 2 of the tree since wehave 22 minislots). The MS selects a minislot according to its MAC address (2 bytes) (contraryto the coin 
ipping procedure as in the original tree algorithm): an MS uses the �rst two bits ofits MAC address to decide which minislot it will use. The BS checks which transmissions havebeen successful and informs the MSs that were involved in the scheme in the next downstreamframe using a feedback �eld (see Section 4, Frame Structure). Two situations are possible:(i) an MS sending in slot k, 1 � k � 4, was successful. In this case the MS will eventually begranted a permit by the BS to send an upstream cell.(ii) an MS sending in slot k, 1 � k � 4, was not successful, i.e. a collision with one or moreother MSs occurred. If there where l minislots 0 � l � 4, with collisions, then the next(second) frame of the CC provides 2� l minislots for contention resolution and the involvedMS apply the same scheme again, each time the next bit of the MAC address is used todecide which of the two minislots, used to resolve the collision, is used.Due to the delayed feedback, i.e. an MS can only retransmit the request in the next frame since itmust wait for the feedback, the tree is traversed in a breadth-�rst manner, instead of a depth-�rstway as proposed in the original tree protocol [1].
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3.2.2 The Identi�er Splitting Algorithm combined with PollingOne of the advantages of the Identi�er Splitting Algorithm as opposed to the original protocol isthat as the scheme is being resolved, the BS obtains more and more knowledge about the MSsthat are still competing. For example, if the BS notices that the tree at level i (the top of thetree containing 4 minislots is called level 2) contains k collisions and the MAC-addresses are nbits long then the BS knows that the remaining competing MSs can only have k2n�i possibleaddresses. This follows from the fact that each slot at level i corresponds to 2n�i addresses.Therefor, if the remaining address space is small enough (� Np), the contention protocol candecide to switch to polling. The value Np, that triggers this polling mechanism, is assumed to beprede�ned.The BS need not to inform the stations at which level polling starts, as every MS can preformthe necessary calculation(s) by itself, using the feedback information (see section 7.1). Also basedon the MAC address, each MS that is involved in the polling knows exactly which minislot itis allowed to use to send its address together with an indication to which service category theconnection that needs a permit belongs. In this way, the minislots are used collisoin free to informthe BS in a collision free way about the MS needs.3.2.3 The In
uence of Skipping the First Few LevelsNow we consider a variant of the ISA scheme where the �rst few levels in the scheme are skipped.So instead of starting with just 4 contention slots, we might provide more slots for the �rstattempt.At �rst the starting level is �xed at a prede�ned value Sl. It is expected that this has a positiveimpact on the delay. Apart from that, the throughput might improve in case of high loads.Unfortunately as will be shown in the numerical results in Section 8, this results in some extrathroughput losses during silent periods. To solve this we will propose a scheme that changesthe starting level dynamically, between level Smin and Smax. Depending on the length of theprevious contention cycle we will increase or decrease the starting level Sl. To make this decision,the system load � is not taken into account, as this value is hard to measure or predict in realsystems.The selection of the starting level should be such that the delay results for dynamically changingthe starting level Sl are comparable with those of the static scheme where Sl is �xed at Smax.This means that we want to minimize the extra delay added by the dynamic scheme.3.3 Request Mechanism for ABR and UBRAgain a piggybacking mechanism is preferable, but when not possible (see the conditions in 3.2)the Identi�er Splitting Algorithm (with or without polling) can be used to allow these connectionsto declare their bandwidth needs.4 Frames structureIn this section we give a detailed description of the uplink and downlink frame structure. Bothframes have the same �xed length.4.1 Uplink Frame StructureThe uplink frame contains two types of slots, each having a length of 106 bytes. The total numberof such slots in a frame is set to 80, resulting in a constant frame length of 8480 bytes.5
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Figure 1: The Frame StructureU1 slot: this slot is used to transmit an uplink ATM cell (53 bytes), together with a piggybackedrequest (8 bytes). A physical layer overhead of 45 bytes is used for error detection, a safe guardtime and su�cient training sequences. This results in a total length of 106 bytes.U2 slot: a U2 slot is used to allow bursty VBR, ABR and UBR connections to inform the BSabout the need for a permit (see Section 3). This type of slot has the same length as a U1 slotand consists of 4 minislots used for contention resolution. Such a minislot will be used by one orpossibly more stations during a contention cycle. A minislot consists of the address of the MSusing the minislot (2 bytes), an indication of the ATM service category the permit is needed for(VBR, ABR, UBR: 2 bits), while the remaining 194 bits (848 / 4 - 16 - 2) are used to implementa safe guard time, some training sequences and the necessary error control bits. We limit thenumber of U2 slots to 8, leading to a maximum of 32 minislots (or contention slots) per frame.4.2 Downlink Frame StructureThe downlink frame contains �ve kinds of information. The D1 slots contain the downstreamATM cells while the other four types of slots are used for control and feedback information. Theseslots are grouped together and will be treated together with respect to training sequence and errorcorrection.D1 slot: this slot contains a downstream ATM cell (53 bytes), accompanied by the necessaryphysical layer overhead (training sequence, error detection: 35 bytes), resulting in a total of 88bytes. Each downlink frame contains 80 D1 slots.D2 slot: this slot is sent before the �rst D1 slot in a frame and it is used to specify the addressesof the destination MSs of the D1 slots of that frame. Using a D2 slot avoids that each active MShas to listen continuously to the medium in order to detect which D1 slots have its address asdestination, leading to an important power consumption reduction. This slot has a length of 80times 2 bytes. 6



D3 slot: this slot is used to inform the MS about the permission to transmit a cell in the nextupstream frame. This slot contains a variable number of permits, between (80 - 1) and (80 - 8)(80 being the total number of slots in an upstream link and 1 and 8 the lower and upper boundfor U2 slots). Each permit requires 4 bytes, hence the length of a D3 slots takes a value between316 bytes and 288 bytes.D4 slot: this slot informs the MS which slots in the next upstream frame are declared as U2 slots,i.e. can be used for contention resolution. The o�set of the start is speci�ed by means of 13 bits,while the number of slots used for contention can be coded in 3 bits. This results in a total of 2bytes for a D4 slot.D5 slot: this slot contains the feedback information for the MS about the result of the contentionresolution in the previous uplink frame. For each contention minislot that was available in theprevious uplink frame, an indication is given whether there was a collision or not. Since eachparticipating MS knows which minislot it has used, this indication is su�cient for the MS toknow if it was successful or not. As the maximum number of minislots in a frame is set to 32, 4bytes are needed for a D5 slot.The control and feedback slots (D2, D3, D4, D5) together are protected by an error correctioncode. Moreover they also contain training sequences. A part of the remaining 958 bytes is usedfor this purpose, the rest is used for signaling channels (synchronization, paging and others). Thetotal downlink frame length is then 8480 bytes, which is exactly the same as the uplink framelength. Choosing equal lengths solves a number of synchronization problems, in particular withrespect to the provided feedback (D5) and permit (D3) information.5 The Bandwidth Allocation AlgorithmThe bandwidth allocation algorithm has to distribute permits among the active connections basedon:(i) the service class the connection belongs to(ii) the individual contract parameters of the connection(iii) the current state of the di�erent queues in the MS (i.e. the bandwidth requirement the MSgas for each service category).In the following sections we describe how the permit distribution is realized (also see [2, 8]).5.1 CBR connectionsThe permits for CBR tra�c are generated according to 3.1 and put in a "CBR/VBR FIFO"queue. For each MS (with an active CBR connection), the central controller maintains a counter,the CBR Count Down Counter (CBR CDC), which is set initially to a value CBR CDC(Init)equal to the number of slots corresponding to the Peak Emission Interval of the CBR connection.At each slot it is count down by 1 until zero. When the value reaches zero, a permit is generatedfor that CBR connection and the counter is reset to CBR CDC(Init).The CBR/VBR queue is emptied with the highest priority: when a downstream cell is scheduledfor transmission to the MS, the CBR/VBR FIFO queue is checked and if not empty, a permit isadded to the passing downstream cell on a FIFO basis.7



5.2 VBR connectionsThe requests that are received according to 3.2 for VBR tra�c are converted into permits, andare put into the CBR/VBR FIFO queue at the PCR of that connection, but taking into accountthe Sustainable Cell Rate (SCR) and Maximum Burst Size (MBS) by using a GCRA algorithm(token pool leaky bucket) (this can be implemented by means of one counter). In the CBR/VBRFIFO queue the permits for VBR tra�c compete (among each other and with the CBR permits)on a FIFO basis.5.3 ABR connectionsThe requests that are received according to 3.3 for ABR tra�c are �rst stored per MS into anABR-REQ Counter. For each MS, this counter maintains the number of permits to be grantedfor ABR cells to that MS. The requests from the ABR-REQ counter are then converted intopermits by writing them to the "ABR FIFO" queue at the agreed PCR of that ABR connection.The ABR FIFO queue obtains the second priority (after the CBR/VBR FIFO queue).5.4 UBR connectionsThe requests that are received according 3.3 for UBR tra�c are �rst stored into a UBR-REQCounter, then converted into permits by writing them to the "UBR FIFO" queue at the PCR ofthat connection (similar to the ABR tra�c). The UBR FIFO queue obtains the third priority(after the CBR/VBR FIFO queue and the ABR FIFO queue).6 Support of ABR service categoryThis wireless access system is an integral part of the ATM network, and as such, it shouldcooperate in the congestion and 
ow control scheme for the ABR service category. The congestioncontrol scheme that is proposed is based on the ERICA algorithm (see [5]).6.1 Congestion DetectionWe have two means of congestion detection of the access system:(i) Length of request counters : a congested MS can be identi�ed by checking its ABR-REQCounter and using a threshold. A global congestion can be recognized by checking the ABRFIFO queue and comparing it with a prede�ned threshold.(ii) Number of request arrivals : by counting the number of CBR/VBR and ABR requestsduring a certain period.Depending on the information that is used, di�erent congestion control mechanisms may beimplemented.6.2 Congestion ControlWhen using the �rst congestion detection mode, a binary congestion control seems to be appro-priate, where the congested MSs can be identi�ed. When using the second detection method,we can use an explicit rate mechanism. We show how such Explicit Rate mechanism can beimplemented.Assume an observation period of T time slots. Denote the number of VBR request arrivals,resp. ABR request arrivals, during this T time slots aV BR, resp. aABR. The CBR tra�c does8



not generate requests, however it is possible to compute the number of permits that have to begenerated during T slots for CBR tra�c. Denoting PEI the Peak Emission Interval of a CBRconnection, we have that the corresponding number of arrivals is given byaCBR = XCBR connections TPEI :The respective input rates are then given by RCBR = aCBR=T , RV BR = aV BR=T and RABR =aABR=T . Let U be the target utilization of the link and R be the total available rate, then theTarget ABR Capacity TCABR is given byTCABR = maxf0; U �R� (RCBR +RV BR)gand the overload factor OO = RABRTCABR :After each T slots, the value of O is updated according to the above rules ands stored into memory.When an RM cell passes through the BS, the ER �eld is updated using the last computed ER�eld as follows. For fairness reasons, �rst a fair share FS for each MS is computed in the followingway FS = CABRNawhere Na denotes the number MSs with an active ABR connection and CABR denotes the ABRcapacity, which can be computed asCABR = maxf0; R� (RCBR +RV BR)g:For each MS with an active ABR connection, we can now compute its share denoted by MS andgiven byMS = CCRO :The ER value that is put in the RM cell, ERnew is now computed using the above parameterstogether with the ER �eld in the incoming RM cell ERold, as followsERnew = minfERold min[CABR max(FS;MS)]g:In order to implement the above congestion control scheme, the MAC controller has to maintainthree counters. A �rst counter keeps track of the time since the last computation of the overloadfactor was made (i.e. the duration of the observation period of length T ). In addition, a counterkeeping track of the total number of request arrivals of VBR tra�c and CBR permits is needed,together with a counter keeping track of the number of ABR request arrivals during an observationperiod.7 Performance Evaluation of the Protocol7.1 The System Description and Analytical ModelThe major performance issue of this protocol is the request mechanism for VBR tra�c whichuses the contention resolution protocol. Permits for CBR sources are generated periodically.Therefore, the delay experienced by such tra�c can be computed by applying the PNi �Di/D/1queueing model. We have developed an analytical model to compute the delay distribution andthe throughput when using the ISA with polling for VBR tra�c. In what follows we brie
ypresent the model. A more detailed description of it can be found in a forthcoming paper [14].9



The General Setting Let us shortly summarize the main characteristics of the WATM envi-ronment in which we are working. As already mentioned the length of the frame is �xed but thenumber and type of slots is variable. Thus the number of U2 slots used for the contention-basedchannel in the frame will vary. Feedback on these slots is provided, together with other informa-tion concerning the structure, at the start of the next downlink frame. Although it is possible toprovide feedback during the frame itself, we do not consider this here.The Address Space For this analysis we assume that each MS has, at most, one connectionof each tra�c class. We de�ne n as the size of the MAC-addresses (in bits).When a MS connects to the BS, possibly due to a handover, a MAC address is assigned as follows.The BS generates a set of n bits in a random way. Next it checks whether this address is usedby another MS. If not the MS is assigned this address, otherwise this procedure is repeated untila new MAC-address is generated. A similar procedure is used to generate the 
ow label in IPv6,in order to optimize the performance of the hash tables. In our case we do it to optimize theperformance of the ISA protocol. For the analysis we assume that there are 2n MSs within theobserved cell (i.e. all MAC addresses are used).The Input Tra�c We assume that the MSs generate Poisson tra�c with a mean of � requestsper frame. As the number of MSs is �nite and equals 2n, the probability mass that lies beyondthe value of 2n is added to that of 2n to make the distribution �nite. Thus if we de�ne the randomvariable I as the number of requests generated during one frame we haveP [I = k] = �kk! e��; k < 2nP [I = 2n] = Xk�2n �kk! e��:Notice that we don not need to consider bursty input tra�c since we are observing the accesschannel used by a MS to transmit a �rst request after a 'long' period of silence (or after a han-dover). Although in reality there exists a dependency between the addresses that compete duringconsecutive collision resolution cycles (CCs), we assume that this is not the case. Thus the ad-dresses of the MSs taking part in the scheme at the beginning of a collision resolution cycle areuniformly distributed over the complete address space.The Number of Slots To make the analytical model tractable, we assume that a frame canallocate enough U2 slots to support a full level of the tree. Thus if the tree is resolved at level iwe need i+1�Sl frames for that purpose, where Sl is the starting level. Notice that the numberof slots used by a CC, containing k participants, is limited to k, whatever the MAC addressesare. This follows from the fact that the number of slots at a level is twice the number of collisionsat the previous level and with k elements we have at most bk=2c collisions. As a consequence theimpact this assumption has on the performance results is small for low and medium tra�c loads.In order to make a fair comparison between the ISA protocol with and without polling we assumethat the polling will only be done if all the remaining addresses can be dealt with within oneframe.The size of the remaining address space that triggers the polling mechanism is denoted Np. To�nd this value, the BS just needs to count the number of collisions NC . Depending on the result10



of this counting process it switches to polling or not. Let us now calculate the values that triggerthe polling as they depend on the level of the tree. Remember that the number of addresses thatcorrespond to a slot at level i � 1 equals 2n�i+1. Thus if NC � 2n�i+1 is smaller than Np theBS starts to poll. As a consequence the scheme switches to polling at level i if the number ofcollisions at level i � 1 was smaller than or equal to b Np2n�i+1 c (this of course if there were stillcollisions at level i� 1).The Starting Level Suppose that at some point in time the starting level equals Sl and L isthe length of this CC. Then the new starting level S0l obeys the following equationS0l = 8><>: max(Sl � 1; Smin) L � BlSl Bl < L < Bmmin(Sl + 1; Smax) L � Bm (1)where Bl and Bm are two prede�ned values.7.2 Solving the Analytical ModelBasically this evaluation uses a matrix analytical approach. We observe the system at the startof each CC and characterise the system state by (k; Sl) if there are k competitors in the CC andthe starting level equals Sl. To solve this chain we need the transition probabilities (1). Havingdone that we need to know the probability that a tagged item is successful at a speci�c levelgiven that we were in state (k; Sl) (2). Next an expression for the expected number of slots at aspeci�c level again conditioned on the same event (3) is derived.These three computations are rather straightforward for the classical ISA protocol, merely becausethe events happening in one half of the tree are independent of the other half given the numberof competitors in each half. Unfortunately this is not the case if we combine ISA with pollingresulting in cumbersome calculations, especially for the expected number of polling slots at eachlevel. More details will be given in a forthcoming paper [14].8 Numerical ResultsIn this section we study the impact of the o�ered tra�c load �, the trigger value Np, the startinglevel Sl and related values Bl and Bm, on the mean delay, the delay density function and thethroughput of the tra�c using the contention resolution scheme. The system parameters are setas follows:� The number of mobiles is 128, hence n = 7.� The arrival rate � of the generated tra�c varies between 0:1 and 6 per frame.� The three values studied for Np are 0, 20 and 40. The case Np = 0 corresponds to ISAwithout polling.� The starting level Sl varies from level 2 to 4, corresponding to 4 to 16 minislots (or 1 to 4slots).� When studying a system with dynamic starting level, Bl and Bm are set to 1 and 4 respec-tively. This means that the level decreases if the contention resolution cycle is solved in oneframe and that the level increases if four or more frames are needed. The boundary valuesare set as follows: Smin = 2 and Smax = 4.11



We study three di�erent scenarios. First we investigate the impact of the polling threshold Npon the performance of the system. In that case the starting level is kept �xed (Sl = 2). Nextthe in
uence of this starting level Sl is studied. Finally, the impact of using a dynamic scheme isinvestigated.8.1 The In
uence of the Polling ThresholdFigures 2 and 3 show the in
uence of the polling feature of our ISA protocol on the mean delayand the throughput. As expected we observe a tradeo� between the delay and throughput char-acteristics: the sooner the ISA protocol switches to polling, the shorter the mean delay, but thelower the throughput. Moreover this tradeo� depends upon the value of Np.From the �gures we observe that all three protocols behave very similar with respect to meandelay and throughput when the arrival rate � is very small (below 0:3). A similar result can beobtained for very large values of � (beyond 10). Both these results are intuitively clear. Pollingis not an issue in these cases: for � very small collisions rarely occur and hence ISA solves thecollisions; if � is very large the remaining size of the address space is too large to switch to polling.For the used system parameters, the asymptotic values for the mean delay and throughput are 9and 128252 .
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Figure 3: The impact of Polling on thethroughputLet us now consider moderate values for �. Recall that for the polling threshold Np = 40, resp.Np = 20, the protocol will never start polling until level 3, resp. level 4. If the arrival rateincreases, the probability that collisions at level 2 (or 3) are introduced increases. In most casesthese collisions contain very few participants, and hence occasionally 32 (or 16) polling slots areprovided at level 3 (or 4) for very few competitors. Therefore the throughput decreases withincreasing value of Np. If � is increased even more, polling is postponed in most cases to a laterlevel (as the expected number of collisions at level 2 or 3 becomes larger than one) and willcontain more participants. This results in higher throughput values for a �xed value of Np.Finally remark that from these �gures, the curve that corresponds to Np = 40 is di�erent fromthe others, merely due to the fact that in this case it is sometimes possible to poll at level 3. Nowwe investigate whether the conclusion that the mean waiting time decreases due to polling still12
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 = 4Figure 5: The impact of Skipping levels onthe delay density function with � = 3holds for the tail of the delay distribution. Figure 4 shows the impact of polling on the delaydistribution function for � = 3. It illustrates the fact that the main improvement of the delay islocated in the tail of the distribution.8.2 The In
uence of Skipping Levels (STATIC)Figures 6 and 7 illustrate the impact of Sl on the average delay and the throughput. In these�gures we have three di�erent types of curves, full, dotted and dashed, corresponding to Sl = 2; 3and 4 respectively. Moreover for each value of Sl the results for Np = 0; 20 and 40 are depicted.For a �xed value of Sl, the upper curve corresponds to Np = 0, the middle curve to Np = 20 andthe lowest to Np = 40.

0 1 2 3 4 5 6
1

2

3

4

5

6

7

8

The mean arrival rate λ (per frame)

T
he

 m
ea

n 
de

la
y 

(in
 fr

am
es

)

The influence of skipping the first few levels on ISA with polling

S
l
 = 2

S
l
 = 3

S
l
 = 4

Figure 6: The in
uence of skipping on themean delay. 0 1 2 3 4 5 6
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Figure 7: The in
uence on the throughput forNp = 0, 20 and 40.Clearly skipping the �rst levels leads to a decrease of the mean waiting time. The asymptoticvalue now is 12 � 1:5 � Sl. Let us now focus on the impact of polling for variable values of Sl.First Figure 6 shows a faster decrease of the delay due to polling, when the starting level is larger.13



This can be seen by observing the area between the curves for Np = 0; 20 and Np = 40. Alsonotice that the curves converge slower for increasing value of Sl (observe the di�erences for � = 6in Figure 6).Secondly, from Figure 7 we conclude that the decrease in the throughput due to polling is smallerfor increasing value of Sl. This results from the fact that polling at level 3 (and 4) is no longerpossible if Sl = 3 (or 4) and thus the number of polling slots provided is smaller but betterutilized. Figure 7 represents the throughput results for Np = 0; 20 and 40. We see that for lowvalues of � skipping levels results in a lower throughput (as most of the Sl slots are wasted). If� becomes larger this loss is converted in a small gain, due to the fact that the majority of theslots before level Sl contain collisions.The in
uence of skipping levels on the delay density function is shown in Figure 5.8.3 The In
uence of Skipping Levels (DYNAMIC)From the previous sections we may conclude that a higher starting level has a positive impact onthe delay especially for larger values of �. Unfortunately a high price is paid for this in terms ofthroughput if � is small. The aim of this section is to show that the dynamic scheme as proposedin section 7.1 solves this problem. That is if � is small the result should tend to the results forSl = 2 while for � large the behavior is similar to the one corresponding to Sl = 4.Figures 8 and 9 show that this is the case (for Np = 20), meaning that a system where the levelsare skipped dynamically, is able to limit the maximum delay with high throughput.
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Figure 8: The in
uence of dynamic skippingon the delay (Np = 20). 0 1 2 3 4 5 6
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uence of dynamic skippingon the throughput for Np = 20.9 ConclusionsThis paper presents a MAC protocol for a wireless ATM access network supporting the di�erentATM service categories. The control is centralized and located in the base station. Informationexchange between base station and mobile stations is achieved by means of a permit/requestmechanism. The controller allocates the available bandwidth to the stations according to theservice category the connections belong to. A performance-critical feature of the proposal isthe contention resolution protocol used to allow bursty VBR tra�c or ABR and UBR tra�cto inform the base station about their bandwidth needs. The design of this protocol has animportant impact on the performance of the system, in particular delay (for real time VBR14
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