
Packet Level Performance Characteristics of a MACProtocol for Wireless ATM LANsB. Van Houdt�, C. Blondia�, O. Casals# and J. Garcia#� University of Antwerp, Dept. Mathematics and Computer Science,B 2610 Antwerp; Tel : +32-3-8202404, E-mail : fvanhoudt, blondiag@uia.ua.ac.be# Polytechnic University of Catalunya, Computer Architecture Department,E 08034 Barcelona; Tel : +43-9-3-4016985, E-mail : folga,jorgeg@ac.upc.esAbstractThis paper determines packet level performancemeasures of a MAC protocol for a wireless ATM localarea network. A key characteristic of the MAC proto-col is the Identi�er Splitting Algorithm with Polling, acontention resolution scheme used to inform the BaseStation about the bandwidth needs of a Mobile Stationwhen no piggybacking can be used. We consider higherlayer packets that are generated at the Mobile Stationand investigate the inuence of the tra�c character-istics of the packet arrival process on the e�ciency ofthe protocol and on the delay that packets experienceto access the shared medium.1 IntroductionBroadband and mobile communications have becometwo major issues in the telecommunications commu-nity. The standardization of ATM, meant to be thetechnology for the future Broadband Integrated Ser-vices Digital Network (B-ISDN), and the widespreadcommercial success of wireless standards such as GSMand DECT have both raised the interest in a technol-ogy allowing a wireless (indoor) access to the high-capacity integrated-services wired networks alreadydeployed.The system we are considering in this paper has thefollowing characteristics. Consider a cell in an ATMnetwork with a diameter of the order of 100m, con-sisting of a BS serving a �nite set of MSs by means ofa shared radio channel. The number of MSs is vari-able, as new MSs may enter the cell and others mayleave it. The BS is connected to an ATM switch thatsupports mobility, realizing access to the wired ATMnetwork. ATM PDUs arriving in the BS with des-tination on an MS are broadcasted downlink. ATMPDUs originating from an MS share the uplink radio

channel using a well de�ned access protocol. The netbit rate of the uplink and downlink channels is of theorder of 25 Mbit/s (a gross rate of 50 Mbit/s). Theaccess technique is Time Division Multiplexing Access(TDMA) and Frequency Division Duplex (FDD). TheBS attributes to each MS a MAC address consisting of2 bytes. In addition, the BS maintains for each MS atable containing connection related information: typeof service category, tra�c contract parameters, etc.The wireless MAC protocol considered in this pa-per was introduced in [7]. A key element of the pro-posed MAC protocol is the Identi�er Splitting Algo-rithm with Polling, the contention resolution mecha-nism used to let an MS inform the BS about its band-width needs when no piggybacking is possible. Thecorresponding delay bounds and throughput resultsfor ATM PDUs that have to rely on this scheme havebeen derived analytically in [6]. In this paper we ex-tend this analysis by considering tra�c that is o�eredby higher layer protocols as packets, consisting of anumber of back-to-back ATM PDUs. We investigatethe inuence of the tra�c characteristics on the e�-ciency of the protocol and on the delay of upstreampackets.Section 2 introduces the MAC protocol togetherwith the Identi�er Splitting Algorithm with Polling.Section 3 proposes a queueing model to derive theperformance measures of interest. This model is usedin Section 4 to illustrate the inuence of the parame-ters of the packet arrival process on the performanceof the protocol. Conclusions are drawn in Section 5.2 The MAC Protocol Description2.1 Information Exchange between MS andBS and FramestructureIn this section we describe the information exchangebetween an MS and the BS. Assuming a MAC proto-



col with centralized controller located in the BS, eachMS must be able to inform the BS about its band-width needs (requests) and the BS should be able toinform the MS about the received bandwidth (per-mits). A more detailed description is found in [7].2.1.1 PermitsIn order to be allowed to use the uplink channel, theMS has to receive a permit from the BS. A permit (4bytes) contains: the address of the permit's destina-tion MS (2 bytes), the service category of the connec-tion receiving the permit (2 bits) and an indication ofthe instant the MS can send an upstream PDU (i.e.,the sequence number of the slot in the next upstreamframe) (14 bits).2.1.2 RequestsThe MS declares its bandwidth needs to the BS bymeans of requests. A request (8 bytes) contains: theaddress of the MS that is issuing the request (2 bytes)and per type of service category (VBR, ABR, UBR),the number of cells that are waiting in the respectivequeues (3 times 2 bytes). There are two di�erent waysto send requests: either by piggybacking or by usingthe contention resolution protocol (in the second casea slightly di�erent format is used, see Section 2.1.3).Depending on the service category, a combination ofthese mechanisms is used to declare the bandwidthneeds of the MS.2.1.3 Uplink Frame StructureThe uplink frame contains two types of slots, eachhaving a length of 106 bytes. The total number ofsuch slots in a frame is set to 80, resulting in a con-stant frame length of 8480 bytes.U1 slot (106 bytes): this slot is used to transmitan uplink ATM cell (53 bytes), together with a piggy-backed request (8 bytes). A physical layer overheadof 45 bytes is used for error detection, a safe guardtime and su�cient training sequences.U2 slot (106 bytes): a U2 slot is used to allowbursty VBR, ABR and UBR connections to informthe BS about the need for a permit. It consists of 4minislots used by one or possibly more stations duringa contention cycle. A minislot consists of the addressof the MS using the minislot (2 bytes), an indicationof the ATM service category the permit is needed for(VBR, ABR, UBR: 2 bits), a queue length indicationof 6 bits for this service category, while the remaining188 bits (848 / 4 - 16 - 8) are used to implement asafe guard time, some training sequences and the nec-essary error control bits. We limit the number of U2

slots to 8, leading to a maximum of 32 minislots (orcontention slots) per frame.2.1.4 Downlink Frame StructureThe downlink frame contains �ve kinds of informa-tion. The D1 slots contain the downstream ATM cellswhile the other four types of slots are used for controland feedback information. These slots are groupedtogether and will be treated together with respect totraining sequence and error correction.D1 slot (88 bytes): this slot contains a downstreamATM cell (53 bytes), accompanied by the necessaryphysical layer overhead (training sequence, error de-tection: 35 bytes). Each downlink frame contains 80D1 slots.D2 slot (160 bytes): this slot is sent before the �rstD1 slot in a frame and it is used to specify the ad-dresses of the destination MSs of the D1 slots of thatframe, leading to an important power consumptionreduction.D3 slot: this slot is used to inform the MS aboutthe permission to transmit a cell in the next upstreamframe. It contains a variable number of permits, be-tween 72 and 80. Each permit requires 4 bytes, hencethe length of a D3 slots takes a value between 316bytes and 288 bytes.D4 slot (2 bytes): this slot informs the MS whichslots in the next upstream frame are declared as U2slots, i.e., can be used for contention resolution. Theo�set of the start is speci�ed by means of 13 bits,while the number of slots used is coded in 3 bits.D5 slot (4 bytes): this slot contains the feedbackinformation for the MS about the result of the con-tention resolution in the previous uplink frame. Foreach contention minislot that was available in the pre-vious uplink frame, an indication is given whetherthere was a collision or not. Since each participat-ing MS knows which minislot it has used, this indica-tion is su�cient for the MS to know whether it wassuccessful or not.The control and feedback slots (D2, D3, D4, D5)together are protected by an error correction code.Moreover they also contain training sequences. A partof the remaining 958 bytes is used for this purpose, therest is used for signaling channels (synchronization,paging and others). The total downlink frame lengthis then 8480 bytes, which is exactly the same as theuplink frame length. Choosing equal lengths solvesa number of synchronization problems, in particularwith respect to the provided feedback (D5) and permit(D3) information.
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Figure 1: The Frame Structure2.2 The Request Mechanism2.2.1 Request Mechanism for CBR Tra�cIn view of the regular arrival instants of PDUs inthe MS of a CBR connection, and in order to reducethe overhead introduced by the request mechanism, apolling scheme is used without explicitly sending re-quests. The Permit Distribution Algorithm (see Sec-tion 2.3) generates at regular instants (i.e., accordingto the Peak Emission Interval agreed at call setup fora CBR connection and maintained in a table in theBS) permits for each MS with a CBR connection.2.2.2 Request Mechanism for VBR Tra�cDue to the variability of the cell rate, we can not usethe above scheme any longer. In principle a piggy-backing scheme is proposed for this type of serviceas this introduces a minimal overhead. However, thisscheme fails in the case where the last upstream cellleaves behind empty bu�ers and the VBR connectionis still active (i.e., it will generate a cell in the fu-ture). In particular the �rst cell of a new burst needsa mechanism to inform the BS about its presence. Forthis we propose a combination of a contention resolu-tion and polling scheme, called the Identi�er SplittingAlgorithm with Polling.The Identi�er Splitting Algorithm (ISA) withPolling The ISA protocol was introduced by Petrasin [4]. It is a dynamic collision resolution algorithmthat belongs to the class of the tree algorithms butwhere the splitting is based on the MAC addresses of

the MSs instead of the more common coin ip pro-cedure. Also, due to the frame structure the tree istraversed in a breadth-�rst fashion and has a vary-ing number of contention slots per frame. For moredetails we refer to [3, 4]. During the ISA procedure,the BS obtains more and more knowledge about theaddress ranges of the MSs that are still competing.Therefore, if the remaining address space is smallenough (� Np) the contention protocol can decideto switch to polling. Morover, the �rst few levels canbe skipped in a static or dynamic way. A detaileddescription of the protocol is found in [6].2.2.3 Request Mechanism for ABR and UBRAgain a piggybacking mechanism is preferable, butwhen not possible (see the conditions in 2.2.2)the Identi�er Splitting Algorithm (with or withoutpolling) can be used to allow these connections to de-clare their bandwidth needs.2.3 The Bandwidth Allocation AlgorithmThe bandwidth allocation algorithm has to distributepermits among the active connections based on: theservice class the connection belongs to, the individualcontract parameters of the connection and the cur-rent state of the di�erent queues in the MS (i.e., thebandwidth requirement the MS has for each servicecategory), see also [1].CBR connections. The permits for CBR traf-�c are generated according to 2.2.1 and put in a



\CBR/rt-VBR FIFO" queue. For each MS (with anactive CBR connection), the central controller main-tains a real valued counter, the CBR Count DownCounter (CBR CDC), which is set initially to a valueCBR CDC(Init) equal to the number of slots corre-sponding to the Peak Emission Interval (PEI) of theCBR connection. At each slot it is counted down by 1until zero (or below). When the value reaches zero (orbelow), a permit is generated for that CBR connectionand the counter is incremented by CBR CDC(Init).The CBR/rt-VBR queue is emptied with the high-est priority: when determining the contents of the D3slot, the CBR/rt-VBR FIFO queue is checked and ifnot empty, permits are added to the list of permits inthe D3 slot on a FIFO basis.rt-VBR connections. The requests that are re-ceived according to 2.2.2 for rt-VBR tra�c are con-verted into permits, and are put into the \CBR/rt-VBR FIFO" queue at the PCR of that connection,but taking into account the Sustainable Cell Rate(SCR) and Maximum Burst Size (MBS) by using aGCRA algorithm (token pool leaky bucket) (this canbe implemented by means of one counter). In moredetail, the BS maintains three real valued counters forevery rt-VBR connection: a Count Down Counter rt-V BR CDC, a Request Counter rt-V BR REQ and aLeaky Bucket Counter rt-V BR LBC.The rt-V BR CDC is initiallized atV BR CDC(Init) equal to the number of slotscorresponding to the Peak Emission Interval (PEI)of the rt-VBR connection. At the end of each slotit is counted down by one. When the value reacheszero (or below), the value of the rt-V BR REQis checked (we use real values for the counters tosupport connections with a fractional PEI).� If the rt-V BR REQ is zero the Count Down pro-cess is put on a hold.� Otherwise a permit is generated if it conformsto the tra�c contract. To check the conformance thert-V BR LBC is maintained. If the permit is not inconformance its generation is postponed until a con-form time instance (determined by the rt-V BR LBCcounter) and the Count Down process is put on hold.For the analytical model it is assumed that theMaximum Burst Size (MBS) is not exceeded andtherefore the inuence of the rt-V BR LBC is nottaken into account.When a permit is generated the rt-V BR REQis decreased by one and the rt-V BR CDC is in-creased by V BR CDC(Init) and if necessary the

Count Down process is reactivated (i.e., starts count-ing down again).The rt-V BR REQ reects the number of waitingcells at the MS and is updated every time a requestarrives. If, during an update, the old value of the rt-V BR REQ is zero and if the Count Down process wasput on hold, the Count Down Process is reactivated.In the CBR/rt-VBR FIFO queue the permits forrt-VBR tra�c compete (among each other and withthe CBR permits) on a FIFO basis.nrt-VBR connections. For nrt-VBR connectionswe use the same method as for rt-VBR connections,except that the permits are forwarded to the \nrt-VBR FIFO" permit queue. This queue has the secondpriority.ABR and UBR connections. The requests thatare received according to 2.2.3 for ABR tra�c are �rststored per MS into an ABR-REQ Counter maintain-ing the number of permits to be granted for ABR cellsto that MS. The requests from the ABR-REQ counterare then converted into permits by writing them to the\ABR FIFO" queue at the agreed PCR of that ABRconnection. The ABR FIFO queue obtains the thirdpriority. The requests that are received according to2.2.3 for UBR tra�c are treated in a similar way asthe ABR requests, but written to a UBR FIFO queue(fourth priority).3 System Model3.1 System DescriptionWe assumed that the tra�c o�ered by the higher layerprotocols (above ATM/AAL) is in the form of pack-ets. These packets are segmented at the AAL layerinto a number of ATM PDUs. In general this type oftra�c is very well suited for a piggybacking scheme,because a single request su�ces to notify the BS of thepresence of all the ATM PDUs belonging to a packet.Clearly there are two possibilities to transmit this re-quest. First it could be that the packet is generatedbefore the last PDU(s) of the previous packet(s) aretransmitted, in this case piggybacking is used. Oth-erwise the request has to be delivered to the BS usingthe contention channel, for which the ISA protocolcombined with polling is employed. Moreover, thefollowing assumptions are made:� The real time permit queue, containing the CBRand rt-VBR permits, cannot be congested. This iseasily guaranteed by making sure that the sum of thepeak cell rates of all the real time connections is less



than the link rate. Congestion is allowed in all permitqueues other than the CBR/rt-VBR permit queue.� In the protocol de�nition the frame length is�xed, while the number of U1 (U2) slots in such aframe is variable and determined by the ISA proto-col. For the analysis, we assume that the number ofU1 slots is �xed to F , while the number of U2 slots isstill determined by ISA, resulting in a slightly vary-ing frame length. As frames contain mostly U1 slots(the number of U1 slots is between 72 and 80), thisassumption should hardly have any inuence on theresults.The system described above is modeled using a sin-gle server discrete time queue. The queue is fed by�xed length packets, although it is easy to incorpo-rate any type of distribution for the packet lengths.The service process of this queue maintains a counter.This counter is incremented by one every time unitand is reset at zero when it reaches a value of F .Clearly it corresponds with the position within oneframe in terms of U1 slots.Furthermore, the discrete time process that gov-erns the packet arrivals has a di�erent time scale fromthe service process. One time unit for the arrival pro-cess corresponds to Q time units for the service pro-cess, with Q a divisor of F . Therefore packet arrivalscan only occur if the counter value of the service pro-cess is divisible by Q. Ideally Q equals one, meaningthat arrivals can occur at any time instance.Finally, the service time of a single packet dependsupon: the packet length L, the PCR of the rt-VBRconnection, the delay distributionW of the contentionchannel, the remaining service time of the precedingpackets and the counter value of the service process.The �rst three values are the same for all packets.For the system to be analytically tractable, thepackets generated at the MS must be su�ciently largesuch that the time in-between the generation of the�rst and last permit destined for a packet of lengthL, i.e., L�1PCR , is at least one frame time.3.2 The Packet Arrival ProcessThe arrival process in an MS is a discrete-timeMarkov process belonging to the class of D-MAPs,very similar to the Markov Modulated Bernoulli Pro-cesses (MMBP). An m-state arrival process that be-longs to this class is characterized by a rate vector(�1; : : : ; �m), that contains the mean arrival rate as-sociated with each of the m states, and an m � mtransition matrix D that governs the transition prob-abilities between states. The matrixD can be writtenas the sum of two matrices D0 and D1:

� (D0)i;j equals the probability that no arrival oc-curs and a transition from state i to state j takesplace.� (D1)i;j equals the probability that an arrival doesoccur and a transition from state i to j takes place.As opposed to the MMBPs, transitions betweenstates are only allowed at arrival times. Therefore D0is a diagonal matrix diag(1 � �1; : : : ; 1 � �m). Nextwe denote (D̂1)i;j as the probability that a transitionoccurs from state i to j under the condition that anarrival occured. Thus we have (D̂1)i;j = (D1)i;j=�i:Finally the m �m matrices A(n)i contain the proba-bilities of having i arrivals during n time units of thearrival process. By only allowing state transitions atarrival times we get the following distribution for I ,the interarrival time:P [I = k] = ~�10B@ (1� �1)k�1�1...(1� �m)k�1�m 1CA ; (1)where ~�1 is the left stochastic steady state vector ofD̂1. What makes this arrival process interesting isthat we can change the correlation between consecu-tive interarrival periods in a systematic way withoutchanging the distribution I . By de�nition this corre-lation equalscorr = E[InIn+1]�E[In]E[In+1]pV AR[In]pV AR[In+1] : (2)The mean value � = E[In] = E[In+1] and the vari-ation �2 = V AR[In] = V AR[In+1] are found bystraightforward reasoning.E[InIn+1] is found using the partial deriva-tives of the joint generating function f(z1; z2) =PiPj P [In = i \ In+1 = j]zi1zj2. Hence,E[InIn+1] = ~�1 diag(1=�21 ; : : : ; 1=�2m) D1 0B@ 1=�1...1=�m 1CA :To obtain this result the identity Pi�1 i(D0)i�1 =diag(1=�21 ; : : : ; 1=�2m) was used.We now demonstrate how to one can change thecorrelation in a systematic way without changing thedistribution I . We de�ne an in�nite set of arrivalprocesses A(r); r � 1 with the same rate vector(�1; : : : ; �m). The matrices D0, D1 and D̂1 corre-sponding to the process A(r) are denoted by D0;r,D1;r and D̂1;r. The matrix D0;r is the same diagonalmatrix for all these processes. D1;r is de�ned as(D1;r)i;j = (D1;1)i;jr i 6= j



(D1;r)i;i = �i �Xj 6=i(D1;r)i;j :Thus, all arrival processes A(r), r > 1, are determinedby the choice of A(1). It is easy to show that theinterarrival distribution I(r) is the same for all theprocesses A(r). On the other hand, the correlationbetween successive interarrival periods increases withincreasing r.The sustainable cell rate SCR and the peak cellrate PCR for this arrival process are chosen as fol-lows: SCR = L=(�Q), PCR = L=Omaxi �i. WhereL equals the packet length and � is the mean packetinterarrival time. Clearly both the PCR and the SCRare expressed in time units of the server process.3.3 The Service TimeThe analysis is performed on a packet level, thereforewe are only interested in the service time of packetsand not in the service time of individual ATM PDUs.By de�nition of the tra�c scheduler in the BS, thepermits for the di�erent cells belonging to the samepacket are placed in the CBR/rt-VBR permit queueaccording to the PCR of the connection. From hereon the CBR/rt-VBR permit queue is simply calledthe permit queue, except when stated otherwise. Thepresence of the permit queue introduces some jitterinto the distance between permits belonging to thesame packet. As a result their corresponding cells arenot exactly transmitted at the PCR.As we observe the queue on a packet level, we arenot interested in the interdeparture times of consecu-tive cells of a packet, but only in the interdeparturetime of the �rst and the last cell of a packet. Becausewe assumed that the permit queue is never congested,we can approximate this interdeparture time by thetime between the placing of the corresponding per-mits in the permit queue; this is especially true forlonger packets.To �nd the service time of a packet, the followingtwo observations must be made.1. Piggybacking is possible if a packet �nds a nonempty transmission queue upon arrival, other-wise the MS makes use of the contention channel.2. During frame n, the BS schedules the uplinktransmissions for frame n + 1. Therefore oncethe BS is noti�ed of a cell arrival at the MS, atleast a full frame length passes before the actualtransmission can occur.Therefore, we distinguish three scenarios:

Scenario 1: The packet �nds the transmissionqueue empty upon arrival. Piggybacking is no longeran option and the contention channel is used. Oncethe request is successfully transmitted, at least oneframe time will elapse before the �rst cell is transmit-ted (see 2). Therefore, the service time S1 is chosenas follows: S1 = R +W + F + (L � 1)=PCR. Therandom variable R denotes the remaining time untilthe counter of the service process reaches zero again,W is the delay su�ered on the contention channel (amultiple of F ), F is a �xed value that correspondswith one frame, L is the packet length and PCR thepeak cell rate of the connection.Scenario 2: The packet arrives in a non-emptytransmission queue but the remaining service timeof the preceding packet(s) is smaller than one frametime. Due to the assumption on the packet lengthL, this scenario can never occur if more than onepacket is backlogged at the MS. Taking observation2 into account, all preceding cells are scheduled fortransmission by the BS. Thus the service time S2 ofthis packet depends on the remaining service timeRS of the preceding packet and is de�ned as: S2 =F �RS + (L� 1)=PCR.Scenario 3: The packet arrives in a non-emptytransmission queue and the remaining service timefor the packet(s) in front is at least a frame time.Therefore, not all preceding cells have been scheduledfor transmission, otherwise the remaining service timewould be less than a frame time. Also due to the as-sumption on the packet length L, i.e., L�1PCR is biggerthan F , we de�ne the service time S3 by L=PCR.3.4 Solving the Queueing ModelBy observing the system at the time instants On thatcorrespond with the transmission epochs of the �rstcell of packet n, we can describe the system by thevector (Nn; Pn; qn), where Nn denotes the number ofbacklogged packets (the one being served is not ac-counted for), qn is the phase of the arrival process(1 � q � m) and Pn is the value of the counter asso-ciated with the service process at time On. To furtherreduce the state space Pn is rounded to the nearestmultiple of Q and therefore can be denoted as a valuebetween 0 and F=Q� 1. Again the most accurate re-sults are obtained with Q = 1. Notice that by observ-ing the system at these epochs On we know that theremaining service time of the currently serviced packetequals L�1PCR time units (of the service process). More-



over the distance Dn between the observation pointsOn and On+1 equalsDn = Sn+1 + [An+1 � Cn]+;where Sn+1 is the service time of packet n + 1, i.e.,the next packet to be serviced, An+1 is the arrivalinstance of packet n+1 and Cn the service completiontime of the currently serviced packet, i.e., packet n.Finally, [x]+ denotes max(x; 0). Thus we can makeuse of the expressions for S1, S2 and S3 to determinethe transition probabilities.Assume that we are in state S = (N;P; q) withN � 1. Then scenario 3 (see Section 3.3) applies forthe next packet in line, i.e., Dn = S3, because thenext packet has already arrived and due to the as-sumption on the packet length the current packet hasa remaining service time bigger than F . Therefore,looking at the expression for S3, the transition prob-ability P (S; S0) to state S0 = (N + i� 1; P 0; q0), withi � 0, equals1[P 0 = (P + [ LPCR 1Q ]) mod FQ ] (A([ LPCR 1Q ])i )q;q0 ;where [x] denotes x rounded to the nearest integerand 1[condition] is one if condition is true and zerootherwise.In state S = (0; P; q) all three scenario's are possi-ble (see Figure 2), depending on the arrival time An+1of the next packet. We denote S0 as (i; P 0; q0). Look-ing at the expressions of S1, S2 and S3 and keepingin mind that L�1PCR is the remaining service time attime On we obtain the expression at the top of thenext page, with W the number of frames needed tosuccessfully transmit a request to the BS using thecontention channel.
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Figure 2: The scenario's for N = 0By ordering the states (N;P; q) lexicographicallythe probabilities P (S; S0) de�ne a stochastic transi-tion probability block matrix P = (Qm;n). The ma-trices Qm;n govern the state (P; q) transitions when

the queue length changes from m to n. Looking atthe expressions for P(S,S'), it is clear that a MarkovChain of the M/G/1-type is obtained. To solve such aMarkov chain the algorithm of Ramaswami is used [5]combined with [2] to �nd the required normalizationfactor. Notice that due to the periodic nature of theframes, the matrix G, required to solve this type ofMarkov process, may become reducible in some rarecases.Having calculated the stationary probability vectorof the process at these epochs we calculate the queue-length distribution X at the service completion timesas follows:P (X = k) = F=Q�1XP=0 kXi=0 ~�i(P )A([ L�1PCR 1Q ])k�i ~e;where ~�i(P ) is a row vector of length m that con-tains the stationary probabilities of being in the states(i; P; j)mj=1 and ~e is a column vector of size m with el-ements equal to 1. This is a consequence of the factthat the remaining service time at the observed epochsOn equals L�1PCR . Clearly with probability P (X = 0)a packet needs to make use of the uplink contentionchannel.Moreover, one can show that for an in�nite capac-ity FCFS stationary discrete time queue with no si-multaneous departures or arrivals, both the queue-length distribution at the departure times and the ar-rival times are identical. Thus P (X = k) is also theprobability that a packet �nds k customers (packets)in front upon arrival.4 Numerical ResultsIn this section we study the inuence of the SCR, thePCR, the variation of the interarrival times and thecorrelation of the lengths between consecutive interar-rival periods on a number of performance measures ofan MS holding a single rt-VBR connection. The sys-tem parameters for the ISA protocol are set as follows(see [6]): the number of mobile stations considered is128, the aggregated arrival process of all the MSs onthe contention channel is Poisson with a mean of � = 1request per frame, the starting level Sl is static andequal to two, the value Np that triggers the pollingmechanism is 20 and a single instance of the ISA pro-tocol is used.To �nd the delay distribution W we refer to [6].Apart from the piggybacking probability we de�ne thefollowing two performance measures:E = L=PCRPnL=PCR+ P0(L=PCR+E[W ])



P (S; S0) =1[P 0 = (P + [ LPCR 1Q ]) mod FQ ] [( L�1PCR�F ) 1Q ]Xs=1 �Ds�10 D1A([ LPCR 1Q ]�s)i �q;q0 +[ L�1PCR 1Q ]Xs=[( L�1PCR�F ) jQ ]+1�Ds�10 D1A(F=Q)i �q;q0 1[P 0 = P + F=Q+ s mod FQ ] +1[P 0 = 0] Xs>[ L�1PCR 1Q ] Ds�10 D1Xx P [W = x]A([F+xFQ ]+F=Q�(P+s) mod F=Q)i !q;q0D = P0E[W ] + PnE[X � 1 j X > 0]L=PCR;with P0 = P (X = 0) and Pn = P (X > 0). The �rstE is a measure for the e�ciency of the scheme, thesecond D is a measure of the delay experienced bypackets in the MS.The system parameter F is �xed at 72. Ideallythe parameter Q should be set at 1, meaning that ar-rivals can occur at any time instance and the frameposition P is represented by its true identity (and isnot rounded to the nearest multiple of Q). On theother hand, the smaller Q becomes the bigger theblock matrices Qm;n become and the more of themare di�erent from zero making the analytical modelless attractive. Therefore, we set Q = 8 to improvethe e�ciency of the model. Numerical investigations(not reported here) have shown that the results forsmaller values of Q are very well approximated bythe model with Q = 8.4.1 The Inuence of the SCR and the PCRThe packet length L in �gure 3 is set at 20, the ratevector � and the transition matrix D are the follow-ing:� = ( y xy ) D = � 1� 2xy5 2xy5xy5 1� xy5 � (3)with 1=10 � y � 1=200 and x = 5=6; 2=3; 1=2 and1=2:7272. When x is �xed and y changes the SCRand the PCR are varied proportionally, thus the ratioSCRPCR is �xed. When we change x with y �xed we geta �xed PCR but a variable SCR.Figures 3 and 4 show that for a �xed SCR more pig-gybacking and a better e�ciency E is realized as theratio SCRPCR grows. Notice that this ratio is an indica-tion for the burstiness of the tra�c source. Secondlyalthough rt-VBR sources with a higher SCR achieve ahigher piggybacking percentage for �xed SCRPCR ratios
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10 20 30 40 50 60 70 80
2

4

6

8

10

12

14

16

D
el

ay
 m

ea
su

re
 D

Standard deviation of the inter arrival times

The influence of variation on measure D

SCR = 0.15  
SCR = 0.1154
SCR = 0.0937
SCR = 0.075 Figure 7: The impact of the standard deviation of theinterarrival times on Dthe impact of the correlation on P (X = 0) is notshown). However, in Figure 9 it is shown that thecorrelation does have an important impact on the de-lay. Indeed, more correlation leads to longer delaysespecially for low bit rate tra�c.5 ConclusionsIn this paper we have proposed a MAC protocol for awireless ATM network which uses a variant of the ISAprotocol to inform the BS about the bandwidth needsof the MSs. We evaluate the inuence of the traf-�c characteristics of the packet arrival process in theMSs on the e�ciency of the protocol and on the de-lay packets experience in the MS to access the sharedmedium.References[1] O. Casals, J. Garcia, and C. Blondia. A mediumaccess protocol for an ATM access network. Proc.of 5th Int. Conf. on Data Comm. Syst. and theirPerformance, Raleigh, North Carolina (USA),Oct., 1993.[2] M.F. Neuts. Structured stochastic matrices ofM/G/1 type and their applications. MarcelDekker Inc, New York, 1989.[3] D. Petras. Medium access control protocol forwireless, transparent ATM access in MBS. RACEMobile Telecommunications Summit, (Cascais,Portugal), 1995.[4] D. Petras and A. Kramling. Fast collision resolu-

0 0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2

0.78

0.8

0.82

0.84

0.86

0.88

0.9

0.92

0.94

0.96

0.98

Correlation between consecutive inter arrival times

E
ffi

ci
en

cy

Influence of correlation

SCR=0.1444
SCR=0.0903
SCR=0.0577
SCR=0.0288
SCR=0.0144Figure 8: The impact of the correlation on the E�-ciency E

0.02 0.04 0.06 0.08 0.1 0.12 0.14 0.16 0.18 0.2
0

2

4

6

8

10

12

14

16

18

20

correlation between consecutive inter arrival times

m
ea

su
re

 D
 (

in
 fr

am
es

)

The influence of correlation

SCR = 0.1444
SCR = 0.0903
SCR = 0.0577
SCR = 0.0288

Figure 9: The impact of the correlation on the delayD tion in wireless ATM networks. 2nd MATHCOM,Vienna, Austria, Feb, 1997.[5] V. Ramaswami. A stable recursion for the steadystate vector in markov chains of M/G/1 type.Comm. Statist. - Stochastic Models, Vol 4, No 1,p183-188, 1988.[6] B. Van Houdt and C. Blondia. Performance eval-uation of an identi�er splitting algorithm withpolling for contention resolution in a wireless ATMenvironment. Submitted for publication, 1999.[7] B. Van Houdt, C. Blondia, O. Casals, J. Garcia,and D. Vazquez. A MAC protocol for wirelessATM systems, supporting the sevice categories.Proc. of the 16-th ITC, Edinburgh, UK, 1999.


