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AbstratIn this paper a ontention resolution sheme for an uplink ontention hannel in a wirelessATM aess network is presented. The sheme onsists of a tree algorithm, namely theidenti�er splitting algorithm (ISA), ombined with a polling sheme. Initially ISA is used,but at a ertain level of the tree, the sheme swithes to polling of the stations. This shemeis further enhaned by skipping a few levels in the tree when starting the algorithm (both ina stati and a dynami way) and by allowing multiple instants simultaneously. An analytialmodel of the system and its variants leads to the evaluation of its performane, by means of thedelay density funtion and the throughput harateristis. This model is used to investigatethe inuene of the paket arrival rate, the instant at whih the ISA shemes swithes topolling, the starting level of the ISA sheme and the use of multiple instanes on the meandelay, the delay quantiles and the throughput.1 IntrodutionDue to the rapid development of powerful high performane portable omputers and other mobiledevies, there is an inreasing interest in wireless ommuniation systems, in partiular for LoalArea Networks (e.g. in an oÆe environment). These wireless LANs need to be onneted ina seamless fashion to the �xed network. For these �xed networks, the Asynhronous TransferMode (ATM) has been standardized as the transmission and swithing tehnology supporting theQuality of Servie (QoS) requirements of di�erent servie ategories in an eÆient way. In orderto o�er end-to-end ATM servie, an ATM based transport arhiteture for an integrated servieswireless network has to be de�ned. The ability to support ATM servies over a wireless link,will heavily depend on the de�nition of the Medium Aess Control protool, needed to arbitrate1



aess to the shared radio medium.The importane of these tehnologial hallenges is also made evident by the number of projetswithin the European program ACTS onerning this topi (e.g. MEDIAN [14℄, Magi WAND [7℄,SAMBA [9℄, AWACS, AMUSE) and a number of Medium Aess Control (MAC) protools havebeen proposed for suh systems, suh as MASCARA [8℄, PRMA [5℄, DSA++ [9℄, DQRUMA [6℄and others [3, 4, 17, 13, 15℄.The system that is onsidered in this paper has the following harateristis (see Figure 1).Consider a ell in a wireless ATM network, onsisting of a base station (BS) serving a �nite set ofmobile stations (MS) by means of a shared radio hannel. The BS is onneted to an ATM swithwhih supports mobility, realizing aess to the wired ATM network. ATM PDUs (i.e. ATM ells,but to avoid onfusion with the notion of ell in a wireless network, we use ATM PDU) arrivingat the BS are broadasted downlink. The ATM PDUs originating from an MS share the radiomedium using a MAC protool. The aess tehnique is Time Division Multiple Aess (TDMA)and Frequeny Division Duplex (FDD). Eah MS in a ell reeives a unique address that is usedby the MAC layer in the BS.The MAC protools onsidered in the above referenes have a entralized ontrol loated in the BS.The uplink hannel is used by the MSs to inform the BS about their bandwidth needs (throughrequests) and to transmit ATM-PDUs. The downlink hannel is used for aknowledgments,information about the permission to use the uplink hannel (permits) and ATM-PDUs. Both theinformation on the uplink and the downlink hannels is grouped into �xed length frames, leadingto signi�ant redutions in the power onsumption. The requests issued by the MSs are usuallypiggybaked with the uplink ATM-PDUs that have already been sheduled. Unfortunately, suha piggybaking shemes fail for new terminals entering the network and terminals whih beomeative after having remained silent for a period of time or have sudden inreases in their uplinktraÆ. Therefore, an additional uplink ontention hannel is provided to allow these MSs toinform the BS about their bandwidth needs. A dynami portion of eah �xed length frame isassigned to this ontention hannel.
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Identi�er Splitting Algorithm, whih was developed within the MBS projet [11, 10, 12℄. In orderto improve its performane, the ISA is ombined with a polling sheme. The resulting shemeis further enhaned by skipping a few levels in the tree when starting the algorithm, both in astati and dynami way and by allowing multiple instants simultaneously. The throughput anddelay density funtions are analytially evaluated. The appliation of the analysis on numerialexamples illustrates the inuene of the di�erent system parameters on the delay and throughputharateristis.The struture of the paper is as follows. Setion 2 presents a desription of the Identi�er Split-ting Algorithm (ISA) ombined with polling. A sheme where the �rst levels are skipped is alsoproposed, and the use of multiple instants of the algorithm is disussed. In setion 3, the ana-lytial model to evaluate the performane of the protool is presented. Using the results of theperformane analysis, some numerial examples are given in setion 4, and onlusions are drawnin setion 5.2 The Contention Resolution Sheme2.1 The Identi�er Splitting Algorithm (ISA)The Identi�er Splitting Algorithm is based on the well known tree algorithm [2, 1, 16℄ and wasproposed by Petras in [11, 10, 12℄. A ontention yle (CC) onsists of a number of onseutiveupstream frames during whih the ontention is solved for all requests present in the MSs at thebeginning of the yle. Requests that intend to use the ontention resolution sheme generatedby the MSs during a CC, have to wait for partiipation till the start of the next CC.In the �rst frame of a yle, one ontention slot is available. Any MS having a request ready,at the start of this CC, makes use of this slot. Next the BS heks whether the transmissionwas suessful and informs the MS(s) that were involved in the sheme aordingly in the nextdownstream frame using a feedbak �eld. Two situations are possible:(i) An MS sending in this slot was suessful. In this ase the MS will eventually be granteda permit to send an upstream ell by the BS.(ii) The transmission was not suessful, i.e. a ollision ourred. In this ase, the next (seond)frame of the CC provides 2 ontention slots. Based on the �rst bit of their MAC addresses,as opposed to the lassial oin ip, the MSs that are involved split up into two distintsets. An MS belonging to the �rst set uses the �rst slot to attempt a retransmission, whilethe seond slot is used by the MSs belonging to the seond set.This proess of generating two slots in the next frame for eah slot in whih a ollisionourred, is repeated frame after frame, eah time using the next bit of the MAC address in aseof a ollision. Thus during the i-th frame of a CC, two MSs an only ollide if their MAC addresseshave the same i� 1 �rst bits. Therefore, provided that the address that uniquely identify an MS,is n bits long, all ollisions are always resolved in n+ 1 frames. Also notie that for every framethe number of ontention slots equals twie the number of ollisions of the previous frame. Tolarify all this, Figure 2 shows an example of a CC with 6 partiipants. In this �gure CO refersto a ollision, SU to a suess and EM to an empty slot. The MAC addresses of the suessfulMSs are added to the orresponding slot.2.2 The Identi�er Splitting Algorithm Combined with PollingOne of the attrative features of the Identi�er Splitting Algorithm, apart from its dynami nature,is that as the sheme is being resolved, the BS obtains more and more knowledge about the MSs3
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1000 0011 0110Figure 2: Demonstrating ISAthat are still ompeting. For example, if the BS noties that the tree at level i (the top of thetree is referred to as level 0, see Figure 2) ontains k ollisions and the MAC-addresses are nbits long then the BS onludes that the remaining ompeting MSs an only have k2n�i possibleaddresses. This follows from the fat that eah slot at level i orresponds to 2n�i addresses.This information an be used by the BS to take a deision whether to ontinue to use the ISAprotool or to swith to polling. The basi idea here is that when the size of the remainingMAC address spae beomes smaller than some prede�ned value, say Np, the protool swithesto polling. Polling, in this ontext, means that in the next frame, one slot is provided for eahaddress in the remaining address spae.In the next setion we indiate how the MSs know whih slot to use and when to swith to apolling sheme.2.3 MS BehaviourThe behaviour of the di�erent MSs, loated within the observed ell, is desribed in Figure 3 bymeans of a ow hart.As long as an MS is able to piggybak its requests, it remains in the piggybaked state. Whenan ATM-PDU generated by an MS, �nds the queue with ATM PDUs waiting for transmissionempty, then a transition ours to the state bloked. There it remains until the urrent CC issolved, heking the feedbak �eld at the beginning of every frame. The feedbak is given by aset of bits, one for eah ontention slot, where a zero indiates a suess (or an empty slot) anda one a failure. Notie that one feedbak bit is suÆient as we do not take apture e�ets intoaount. One the urrent CC has ended, i.e. all feedbak bits equal zero, the two parameters'LEVEL' and 'POS' are initialized. They have the following funtion:� LEVEL : indiates the urrent level of the CC, and therefore its value is inremented byone at the start of eah frame during a CC,4
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Figure 3: The Flow Chart of an MS� POS : is a variable that holds the number of the ontention slots to be used by the MS (theslots are numbered starting from one).After initialization, the transmission state is entered. While in this state, a transmission willtake plae in slot number 'POS' and the result is found by heking the orresponding feedbakbit. If suessful we return to the piggybaked state, otherwise the MS sets the parameters Nand M , and inrements 'LEVEL' by one. Next, the MS heks to see whether a swith to thepolling sheme is made, and depending on this result assigns a new value to 'POS'. Finally theMS returns to the transmission state and this routine is repeated until a suessful transmissionours. Cheking to see whether, at level i + 1, a swith to polling is made simply onsists ofalulating the size of the remaining address spae and omparing the result with Np. Due to thefat that a slot at level i orresponds with 2n�i addresses, the remaining address spae is foundby multiplying the number of ollisions at that level i, by 2n�i.2.4 Skipping the First Few LevelsIn the previous setions a CC was always started with just one ontention slot at level zero ofthe tree. In order to investigate the impat of this fat on the performane harateristis, weonsider other starting levels. Hene, instead of starting with just one ontention slot in the �rstframe, we provide more than one slot during the �rst frame of a CC.At �rst the starting level is �xed at a prede�ned value Sl. It is expeted that this has a positiveimpat on the delay. Apart from that, the throughput might improve in ase of high loads [12℄.Unfortunately as will be shown in the numerial results in setion 4, this results in some extrathroughput losses during low load periods. To solve this we propose a sheme that hanges thestarting level dynamially, between level Smin and Smax, depending on the length of the previous5



CC. To make this deision, the system load � is not taken into aount, as this value is hard tomeasure or predit in real systems.The starting levels are de�ned using the following two threshold values Bl and Bm. Suppose thatat some point in time the starting level equals Sl and L is the length of this CC. Then the newstarting level S0l obeys the following equationS0l = 8><>: max(Sl � 1; Smin) L � BlSl Bl < L < Bmmin(Sl + 1; Smax) L � Bm (1)Clearly all MSs, wanting to aess the ontention hannel, need to be aware of the urrent startinglevel. We suggest that this knowledge is broadastedby the BS at the start of every CC. Therefore it is not neessary for all MSs, inluding thosethat do not use the ontention hannel, to keep trak of the lengths of the CCs.2.5 Multiple Instanes of ISAIn what follows, we demonstrate by means of an example how multiple instanes of the ISAprotool with a �xed starting level Sl � 1 an be introdued. For this example (see Figure 4),the starting level Sl is �xed at one. Here at level 3, all ollisions in the right-hand side of the treeare resolved. Suppose that during these 3 frames a number of MSs, not neessarily partiipatingin this CC and some with the �rst bit of their MAC address equal to one, have generated a newrequest. Then aording to the previous setions they have to wait until the start of the nextCC, that is until the end of frame 5.Alternatively, the BS may initiate a new instane of the ISA protool, used by all MSs belongingto the seond half of the tree, thereby reating a seond instane of the ISA protool. The �rstinstane is used by all MSs with the �rst bit of their address equal to 0, the seond half is devotedto the other MSs, i.e. with a MAC address that starts with 1.In general, the ISA protool with starting level Sl an be unoupled to form 2Sl di�erent in-stanes of ISA, where eah instane orresponds with a partitioning of the address spae. TheMS behaviour is very similar as before, thus no extra omplexity is added.Another advantage of this method is that the ontention slots are spread more uniformly overonseutive frames, as the di�erent instanes are not neessarily in phase, i.e. the tops of thedi�erent trees might our in di�erent frames. The disadvantage of unoupling is that we annot derease any longer the starting level, dynamially, below level Sl.Although it is possible to ombine multiple instanes and polling, this is beyond the sope of thispaper.3 Performane Analysis3.1 The Analytial ModelFor this analysis we assume that eah MS has at most one ative onnetion. We de�ne n as thesize of the MAC-addresses (in bits). The number of MSs loated within the reah of the BS is2n, i.e. all MAC addresses are utilized.We assume that the aggregate traÆ generated by all MSs, on the uplink ontention hannel, hasa Poisson distribution with a mean of � requests per frame. As the number of MSs is �nite andequals 2n, the number of requests, generated during a CC, should never exeed 2n. Therefore wedrop, at random, some of the arrivals if this value is exeeded (for x > 2n arrivals, we drop x�2narrivals). In this way, we assure that the requests arrive in a uniform way during a CC. Hene,6
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Figure 4: Creating Multiple Instanes of ISAde�ne the random variable Ii as the number of requests generated during a CC, onsisting of iframes, asP [Ii = k℄ = (�i)kk! e��i; k < 2nP [Ii = 2n℄ = Xk�2n (�i)kk! e��i:Notie that we do not need to onsider bursty input traÆ sine we are observing the aesshannel used by an MS to transmit a �rst request after a period of silene. In real-life systemsthe following holds with respet to the number of MSs partiipating, and their addresses.� MSs that were suessful during the last frame of a CC, will never partiipate in the nextCC.� Partiipating MSs, regardless of the frame in whih they were suessful, are less likely totake part in the next CC as opposed to those that did not partiipate at all.To make the system analytially tratable, both these remarks are ignored. Thus the addressesof the MSs taking part in the sheme at the beginning of a CC are uniformly distributed overthe omplete address spae and their number is distributed aording to a Poission distribution,where the mean depends on the length of the previous CC.The following random variables will be used in the sequel of this setion.� X, resp. Xa, denotes the number of ontenders or partiipants in a CC for the ISA protoolwithout resp. with polling.� R, resp. Ra, denotes the level at whih the CC is resolved (i.e. the number of framesneeded minus one) and this again for the ISA sheme without resp. with polling.7



� C()i , resp. C(a)i , denotes the number of ollisions at level i for both protools. Thesevariables range from 0 to 2i.� Pa denotes the level at whih we poll for the ISA sheme with polling. If the sheme issolved without polling we let Pa be equal to n+ 1.Furthermore we use the symbol Cnr to denote the number of di�erent possible ombinations of rfrom n di�erent items.3.2 The Delay Analysis3.2.1 The Identi�er Splitting Algorithm(A) We start by studying the random variable R onditioned on X. Notie that at level i theaddress spae is split into 2i equal parts of size 2n�i. For the sheme to be ollision free at leveli we an only allow one partiipating MS in eah subspae. This results inP [R � i j X = k℄ = 2(n�i)kC2ikC2nk : (2)This an be proven by notiing that P [R � i j X = k℄ = P [R � i j X = k � 1℄ � 2n�i � (2i �(k � 1))=(2n � (k � 1)) using indution on k. An alternative proof is based on the multivariatehypergeometri distribution. By subtration we obtain P [R = i j X = k℄, whih is denoted asp(k; i+ 1) (we write i+ 1 to indiate the number of frames used).(B) Let us now fous on X. Clearly X is the steady-state vetor of the Markovian proess(X()n )n, where X()n denotes the number of ontenders during the n-th CC. Due to (A),t(k; j) def= P [X()n+1 = j j X()n = k℄ = n+1Xt=1 (�t)je��tj! p(k; t); (3)for 0 � j � 2n � 1. When j = 2n we assign the remaining probability mass. X is then found bysolving the eigenvetor problem. Applying the de�nition of the expeted value gives us the meannumber of partiipants E[X℄ in a CC.(C) Before we an alulate the delay we still need to make the following observation. Assumea random arrival in a CC, then we need to know the probability that there are k ontenders inthis CC and that there will be l in the next CC. We denote X()ur and X()next as the number of par-tiipants in these two CCs. Some straightforward reasoning shows that the following relationshipbetween X()next, X()ur and X holdsP [X()next = l℄ = P [X = l℄lE[X℄ (4)and P [X()ur = k℄ = P2nj=1 P [X = k℄t(k; j)jE[X℄ (5)where t(k; j) was de�ned in (3).
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Combining (A), (B) and (C) Having done this we an alulate the mean delay. Clearly thedelay onsists of two parts. The �rst is the time until the start of the next CC and the seondis the number of frames needed until our tagged request is suessful. Using expression (5) andknowing that the arrivals are distributed uniformly within a CC (see setion 4.1), the expetedvalue for the �rst part equalsE[RCL℄ def= E[remaining yle length℄ = n+1Xi=1Xk P [X()ur = k℄ i p(k; i)1 +E[R j X = k℄ i=2: (6)By de�nition of the expeted value the seond part equalsE[FNBS℄ def= nXi=0Xk�1P [X()next = k℄(i + 1)(F(i; k) �F(i� 1; k)); (7)where F(i; k) denotes the probability that a tagged request is suessful at or before level i giventhat there where k � 1 other ontenders (F(�1; k) is zero in the expression above). Again wean prove by indution thatF(i; k) = C2n�2n�ik�1C2n�1k�1 : (8)Adding E[RCL℄ and E[FNBS℄ results in the mean delay.The delay density funtion Using (A), (B) and (C), it is easy to �nd the delay densityfuntion D(x) (with x between 1 and 2 � (n+ 1)). This funtion is the following step funtionD(x) = bxXs=1 n+1Xj=dxe�s 2nXl=1 F(s� 1; l)�F(s� 2; l)j Gj(l)�� 2nXk=0 j P [R = j � 1 j X = k℄1 +E[R j X = k℄ P [X()ur = k℄! (9)where Gj(l) = (�j)l�1(l�1)! e��j for l < 2n � 1 and Gj(2n) = Pj�2n�1 (�j)l�1(l�1)! e��j . In (9) s denotes thenumber of transmissions (inluding the suessful transmission) a tagged request needs, j refersto the length (in frames) of the CC in whih our tagged request is generated. Finally l� 1 equalsthe number of other ompetitors apart from our tagged one.3.2.2 The Identi�er Splitting Algorithm ombined with PollingIn this setion we will follow the same lines of reasoning and therefore we start by studyingP [Ra � i j Xa = k℄.(A') Two ases an be onsidered. First the CC might be solved before level i or at level i dueto polling, seondly it might be solved at level i without a swith to polling. Thus we getP [Ra � i j Xa = k℄ = P [Ra � i� 1 [ Pa � i j Xa = k℄+P [Ra = i \ Pa > i j Xa = k℄: (10)The �rst probability is disussed in (A1'), the seond in (A2').9



(A1') We alulate the omplementary probability mass. Clearly by de�nition of the pollingmehanism we haveP [Ra � i \ Pa > i j Xa = k℄ = P [C(a)i�1 > � Np2n�i+1 � j Xa = k℄: (11)The right-hand side is found using the following relationshipP [C(a)i�1 = � Np2n�i+1�+ x j Xa = k℄ = P [C()i�1 = � Np2n�i+1 �+ x j X = k℄ (12)for x � 1, but not neessarily for x � 0. To prove this we must show that having j Np2n�i+1 k + xollisions at level i� 1 given k ontenders for one sheme, implies the same for the other sheme.Clearly if the polling sheme had this number of ollisions (at level i � 1 given k partiipants),polling did not our before and thus we have the same e�et for the non-polling sheme. Onthe other hand if the ISA sheme without polling results in that many ollisions, polling againis not an issue as the remaining address spae is too large and only dereases in size as the levelinreases. This observation motivates us to study C()i onditioned on X in more detail.Our main objetive here is to �nd the probability that we have exatly l ollisions at level igiven k partiipants. Although these values are easy to desribe mathematially by an extremelylarge sum of multivariate hypergeometi probabilities, this is of no pratial use due to highomputational omplexity. A more ompliated but appropriate way would be to apply theInlusion-Exlusion Priniple. This method sometimes tends to give numerial problems for largevalues of n, and therefore we propose the following variation on the Inlusion-Exlusion Priniple(where the �rst equality is a onsequene of (2)):s(i; 2i; k) = 2(n�i)kC2ikC2nk ; (13)s(i; l; k) = C2il lXl1=0 2(n�i)l1 C ll1C2n�l2n�ik�l1C2nk � 2i�lXx=1C l+xl s(i; l + x; k); (14)where s(i; l; k) = P [C()i = 2i � l j X = k℄. This onludes (A1')(A2') In this ase eah ollision at level i � 1 involves only two MSs, otherwise it annot besolved at level i. The probability that suh a ollision is solved, at level i, learly equals 2n�i2n�i+1�1 .Thus by means of the multivariate hypergeometri distribution we getP [Ra = i \ Pa > i j Xa = k℄ =b k2Xu=ui�1+1 2(n�i+1)(k�2u) �C2n�i+12 �uC2i�1u C2i�1�uk�2uC2nk  2n�i2n�i+1 � 1!u ; (15)where ui denotes j Np2n�i k.(B',C') As before we de�ne pa(k; i + 1) = P [Ra = i j Xa = k℄. Steps (B') and (C') are veryanalogue to (B) and (C). As for the alulation of the mean delay, we still need to �nd Fa(i; k)i.e. the probability that a tagged request is suessful at or before level i given that we had kontenders (for the ISA sheme with polling).We denote ui�1+1 as vi, thus vi = 1+ b Np2n�i+1 . In (A1') it was argued that the event C()i�1 � vi10



is the same as C(a)i�1 � vi, when onditioned on X resp. Xa, whih in its turn oinides withPa > i \Ra � i. Therefore we haveFa(i; k) = P [Ra � i� 1 [ Pa � i j Xa = k℄ + Xs�vi P [Rt � i \ C()i�1 = s j X = k℄; (16)where Rt denotes the level at whih our tagged request is suessful. This �rst probability wasfound in (A1'). The seond one is alulated using the equations (13) and (14) as follows. Wede�ne t(i; s; k) as P [Rt � i \ C()i�1 = 2i�1 � s j X = k℄. Then we get (where the �rst equation isa onsequene of (2))t(i; 2i�1; k) = 2(n�i+1)kC2i�1kC2nk (17)t(i; s; k) = C2i�1s sXl1=0 2(n�i+1)l1 Csl1C2n�s2n�i+1k�l1C2nk�0� l1k + �1� l1k � C2n�s2n�i+1�2n�ik�l1�1C2n�s2n�i+1�1k�l1�1 1A� 2i�1�sXx=1 Cs+xs t(i; s+ x; k): (18)With these values it is straightforward to �nd the seond term of expression (16) and thus wehave an expression for the mean delay. When we look at the delay density funtion we an usethe same formula as we did in the basi sheme (where the superindex a is used instead of ).This onludes the delay analysis.3.3 The Throughput Analysis3.3.1 The Identi�er Splitting AlgorithmIn this setion we determine the throughput for the basi sheme. First we de�ne two more setsof random variables S()i and S(a)i , being the number of slots used at level i by both shemes.From the foregoing we already obtained P [X = k℄ and thus the throughput T is found asT = E[X℄P2nk=0 P [X = k℄ � E[Pi S()i j X = k℄ : (19)We ould alulate the expeted number of slots in this formula as was done in [12℄ (using astrong reursive sheme). Still it is possible to get the same results using a more diret approahas follows. First notie thatE[Xi S()i j X = k℄ = 1 + nXi=1E[S()i j X = k℄: (20)On the other hand we know that the expeted number of slots at level i equals twie the expetednumber of ollisions at level i� 1. While the expeted number of ollisions at level i mathesE[C()i j X = k℄ = 2i0�1� C2n�2n�ikC2nk � 2n�iC2n�2n�ik�1C2nk 1A : (21)Hene we have found the throughput results without using any form of reursion.
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3.3.2 The Identi�er Splitting Algorithm ombined with PollingAgain sine we already know the probabilities P [Xa = k℄ from the delay analysis, it is suÆientto �nd E[Pi S(a)i j Xa = k℄. Unfortunately this is not as straightforward as one might expet.We start in a similar manner as above. The expeted number of slots used equals the sum of theexpeted number of slots used at eah level. By de�nition of the adapted sheme we have thatE[S(a)i j Xa = k℄ = P [Pa = i j Xa = k℄ E[S(a)i j Xa = k \ Pa = i℄ + : : :P [Pa > i \Ra � i j Xa = k℄ E[S(a)i j Xa = k \ Pa > i \Ra � i℄; (22)by observing that the expeted number of slots is zero if Ra � i � 1. The seond probabilitywas obtained in (A1'), the �rst one is alulated as P [Ra � i � 1 [ Pa � i j Xa = k℄ minusP [Ra � i� 1 j Xa = k℄, two results that were also obtained in (A'). It remains to ompute bothexpeted values (for i � 2 sine S(a)0 and S(a)1 are trivial to obtain). They are disussed in (D')and (E').(D') First onsider E[S(a)i j Xa = k \Pa > i\Ra � i℄. In this ase the number of slots used atlevel i is twie the number of ollisions of the previous level. Also in (A1') it was shown that theevent Pa > i \Ra � i is the same as C()i�1 � vi, again when onditioned on Xa resp. X. Thus itis suÆient to �ndE[C()i�1 j X = k \ C()i�1 � vi℄:This is done using the de�nition of the expeted value ombined with (12)E[C()i�1 j X = k \ C()i�1 � vi℄ = vi + 2i�1�viXs=0 sP [C()i�1 = s+ vi j X = k℄P [C()i�1 � vi j X = k℄ ; (23)where we applied the following proposition. If an event A � C then P [A j B \ C℄ equalsP [A j B℄=P [C j B℄. In this ase A is equal to C()i�1 = s+ vi and C is hosen as C()i�1 � vi.(E') As opposed to the �rst ase the expeted number of slots is now 2n�i+1 times the expetednumber of ollisions at level i� 1 given that we do poll on level i and we had k ontenders. Alsosine the event Pa = i is the same as Ra � i \ C(a)i�1 < vi we are atually looking forE[C(a)i�1 j Xa = k \Ra � i \ C(a)i�1 < vi℄: (24)We start with the following observationE[C(a)i�1 j Xa = k \Ra � i℄ =P [C(a)i�1 � vi j Xa = k \Ra � i℄ E[C(a)i�1 j Xa = k \Ra � i \ C(a)i�1 � vi℄ + : : :P [C(a)i�1 < vi j Xa = k \Ra � i℄ E[C(a)i�1 j Xa = k \Ra � i \ C(a)i�1 < vi℄; (25)where the expression of interest is part of the right-hand side. Both probabilities are learly eahothers omplement and thus it is suÆient to alulate the �rst. To do this remark again that ifan event A � C then P [A j B \ C℄ equals P [A j B℄=P [C j B℄. Appliation of this result with Aequal to C(a)i�1 � vi and with C as Ra � i, ( A is a part of C beause vi > 0) yields the followingexpression for the �rst probabilityP [C(a)i�1 � vi j Xa = k℄=P [Ra � i j Xa = k℄: (26)Both these values were obtained in setion (A'). Again two expeted values remain unknown,(E1') and (E2') are devoted to them. 12



(E1') We start with the one in the right-hand side. Notie that event C(a)i�1 � vi is a part of theevent Ra � i (as mentioned above) and this �rst event is the same as C()i�1 � vi when onditionedon Xa = k or X = k respetively. Thus the expression we are looking for is redued to (23). Itremains to �nd the left-hand side of expression (25).(E2') Remark that the event Ra � i oinides with C(a)i�1 > 0. As the event C(a)i�2 � vi�1 ontainsthis last event, we an also write it as C(a)i�2 � vi�1 \ C(a)i�1 > 0. So, we want to �ndE[C(a)i�1 j Xa = k \C(a)i�2 � vi�1 \C(a)i�1 > 0℄: (27)Some straightforward reasoning based on the de�nition of the expeted value yieldsE[C(a)i�1 j Xa = k \C(a)i�2 � vi�1 \C(a)i�1 > 0℄ = E[C(a)i�1 j Xa = k \ C(a)i�2 � vi�1℄1� P [C(a)i�1 = 0 j Xa = k \ C(a)i�2 � vi�1℄ : (28)Applying P [A j B \ C℄ = P [A \ C j B℄=P [C j B℄ we �nd the probability in the denominator.Thus P [C(a)i�1 = 0 j Xa = k \ C(a)i�2 � vi�1℄ = P [C(a)i�1 = 0 \C(a)i�2 � vi�1 j Xa = k℄P [C(a)i�2 � vi�1 j Xa = k℄ ; (29)due to our disussion in (A1') we an substitute the super- and subsripts a for  in both proba-bilities without altering their values. Having done this we use (13) and (14) for the omputationof the denominator, while the nominator is obtain based on a similar argument as in (A2')P [C()i�1 = 0 \ C()i�2 � vi�1 j X = k℄ =b k2 Xu=vi�1 2(n�i+2)(k�2u) �C2n�i+22 �uC2i�2u C2i�2�uk�2uC2nk  2n�i+12n�i+2 � 1!u : (30)The expression is the same as in (A2'), but with i � 1 substituted for i � 2 (remember thatvi = 1 + ui�1).We end with the determination of the expeted value in the right-hand side of (28). Again wean substitute the sub- and supersripts a for . Then using the de�nition of the expeted valuewe getE[C()i�1 j X = k \ C()i�2 � vi�1℄ =Xl�vi�1E[C()i�1 j X = k \ C()i�2 = l℄ P [C()i�2 = l j X = k℄P [C()i�2 � vi�1 j X = k℄ : (31)Finally we alulate the nominator of this sum using the same methodology as in (13) and (14),where we de�ne e(i � 1; s; k) as E[2i�1 � C()i�1 j X = k \ C()i�2 = 2i�2 � s℄ � P [C()i�2 = 2i�2 � s jX = k℄. This results in the following equations (again the �rst equation is a onsequene of (2))e(i � 1; 2i�2; k) = 2i�1 2(n�i+2)kC2i�2kC2nk (32)e(i� 1; s; k) = C2i�2s sXl1=0 2(n�i+2)l1 0�2s+ (2i�1 � 2s)Cmik�l1 + 2n�i+1Cmik�l1�1C2n�s2n�i+2k�l1 1A�Csl1C2n�s2n�i+2k�l1C2nk � 2i�2�sXx=1 Cs+xs e(i � 1; s+ x; k) (33)13



with mi equal to 2n � s2n�i+2 � 2n�i+1.We end this setion by remarking that the expeted number of slots used in this sheme giventhat we had k ontenders is independent of the way the slots (polling and ontention slots) areinorporated into the frame struture. Only the probability of having k ontenders depends onthe frame struture.3.4 Delay and Throughput when the First Levels are Skipped (STATIC)In this setion we desribe the neessary adaptations to the evaluation methods above suh thatit allows us to evaluate the sheme when some of the �rst levels of the tree are skipped. Werestrit to the ISA protool with polling as setting Np equal to zero leads to the performanemeasures of the other sheme.The starting level is denoted by Sl. The following random variables are de�ned:� X+a : the number of partiipants in the sheme, this variable ranges from 0 to 2n.� R+a : the level at whih the sheme is resolved, this variable ranges from Sl to n.� S(a+)i : the number of slots used at level i.� P+a : the level at whih we poll, if the sheme is solved without polling, the variable obtainsthe value n+ 1.We start with the delay analysis.3.4.1 The Delay when the First Levels are Skipped (STATIC)To solve this problem we follow the same lines of reasoning as before. In this setion we will ad-dress the most signi�ant di�erenes with the previous evaluation (of ISA ombined with polling).Before going into the mathematial details, let us summarize the two major di�erenes regardingthe behaviour of the protool. First the sheme an no longer be solved before level Sl as theselevels no longer exist. Seondly polling during level Sl is no longer possible as level Sl�1 is skipped.(A+) Let us start with R+a . Notie that if the sheme was resolved at the �rst level Sl thenit is also solved at or before level Sl with the basi sheme and vie versa. Seondly the eventsR+a � x and Ra � x oinide if x > Sl. Thus we have (due to (2))P [R+a = Sl j X+a = k℄ = 2(n�Sl)�kC2SlkC2nk ;P [R+a � Sl + x j X+a = k℄ = P [Ra � Sl + x j Xa = k℄;for every value x > 0. This means that the probability of resolving the sheme before or at levelSl might derease a bit, ompared to the sheme that starts at level zero. If so the probabilitythat it is solved at level Sl + 1 inreases together with the probability of polling at this level.Remark that the probability of solving the sheme at level Sl + 1 without polling remains thesame. For the other levels everything remains exatly the same as before. Finally we de�nep+a (k; i) as P [R+a = Sl + i� 1 j X+a = k℄.
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F+a (i; k) is de�ned as the probability that a tagged request is suessful at or before level i.With similar arguments as used for R+a we getF+a (Sl; k) = C2n�2n�Slk�1C2n�1k�1 ;F+a (Sl + x; k) = Fa(Sl + x; k);for every positive value x. The remainder of the analysis is analogue to the one with startinglevel zero.3.4.2 The Throughput when the First Levels are Skipped (STATIC)The main objetive of this setion is to �nd the expeted number of slots used at eah level. Onewe have these values, the distribution of X+a allows us to alulate the throughput.This new sheme learly never polls at level Sl (or before sine these levels don not exist), therebythe probability of polling at level Sl + 1 is inreased. This auses the expeted number of slotsduring level Sl and Sl + 1 to be di�erent from the ones we had before. All the other expetedvalues stay the same. The expeted number of slots at level Sl mathes 2Sl beause we start atthis level.The situation for level Sl + 1 is a bit more ompliated. We start with equation (22) (where weadd a '+' to all random variables and set i equal to Sl + 1). In view of the disussion in (A+),adding a '+' only hanges the �rst two values (of the right-hand side) in this expression. Basedon the fat that the events at level Sl are similar to those of the ISA sheme without polling andwith the starting level at zero the produt of these two values is given byP [P+a = Sl + 1 j X+a = k℄E[S(a+)Sl+1 j X+a = k \ P+a = Sl + 1℄ =2n�Sl � uSlXi=1 iP [C()Sl = i j X = k℄ (34)This onludes the throughput analysis.3.5 Delay and Throughput Analysis when the First Levels are Skipped (DYNAMIC)Having done the analysis for the stati starting level it is easy to extend these results to theproposed dynami model. We use the same random variables as above but substitute the '+' signfor a '�' to indiate the dynami nature of the sheme. We also introdue a new random variableB� as the starting level.3.5.1 The Delay when the First Levels are Skipped (DYNAMIC)As always we start with the searh for R�a but now when onditioned on X�a and B�. Assumingthat the starting level equals Sl we have the following (due to the STATIC part)P [R�a = Sl j X�a = k \B� = Sl℄ = 2(n�Sl)�kC2SlkC2nk ; (35)P [R�a � Sl + x j X�a = k \B� = Sl℄ = P [Ra � Sl + x j Xa = k℄; (36)with x a positive number. Having found this we de�ne p�a(k; Sl; x+ 1) as P [R�a = Sl + x j X�a =k \B� = Sl℄. 15



To �nd the joint distribution of (X�a ; B�) it is suÆient to onstrut the following transitionmatrix and do the matrix inversiont�a(k;Sb; j;Sa) = P [X(a�)n+1 = j \B�n+1 = Sa j X(a�)n = k \B�n = Sb℄ =n+1�SbXt=1 (�t)je��tj! p�a(k; Sb; t)1f(t�Bl^Sa=Sb�1)_(Bl<t<Bm^Sa=Sb)_(t�Bm^Sa=Sb+1)g:Suppose that we observe the system at an arrival time, then the probability that there are kontenders in the urrent CC and that this CC started at level Sl is needed. We also need thisprobability for the next CC (after the one ontaining the random arrival). These values are thenatural extensions of (4) and (5)P [X(a�)next = k \B�next = Sl℄ = P [X�a = k \B� = Sl℄kE[X�a ℄ (37)and �a(k; Sl) = P [X(a�)ur = k \B�ur = Sl℄ =2nXj=1 SmaxXSn=Smin P [X�a = k \B� = Sl℄t�a(k;Sl; j;Sn)jE[X�a ℄ : (38)Finally we need to �nd F�a (i; k; Sl), being the probability that a tagged arrival is suessful at orbefore level i, knowing that there were k � 1 other partiipants and the CC started at level Sl.Again, using the results of the previous setion (see STATIC) we obtainF�a (Sl; k; Sl) = C2n�2n�Slk�1C2n�1k�1 ;F�a (Sl + x; k; Sl) = Fa(Sl + x; k):As before we an ombine these results to obtain the average delay of the system. Let us nowfous on the delay density funtion. As in (9), s is the number of frames that the tagged elementompetes, j is the length of the CC (in frames) in whih the tagged request was generated andSb the level at whih this CC started. While l� 1 is the number of other ompetitors next to thetagged element,D(x) = bxXs=1 SmaxXSb=Smin n+1Xj=dxe�s 2nXl=1 �1F�a (f(Sb; j) + s� 1; l; f(Sb; j))j ��Gj(l)  2nXk=0 j P [R�a = Sb + j � 1 j X�a = k \B� = Sb℄1 +E[R�a � Sb j X�a = k \ B� = Sb℄ �a(k; Sb)! ; (39)where the funtion f(Sb; j) is given byf(Sb; j) = 8><>: max(Smin; Sb � 1) j � BlSb Bl < j < Bmmin(Smax; Sb + 1) j � Bm ; : (40)and �1F�a (x; y; z) equals F�a (x; y; z)�F�a (x� 1; y; z).16



3.5.2 The Throughput when the First Levels are Skipped (DYNAMIC)In the setion above we obtained the joint distribution of (X�a ; B�). This is used to derive anexpression forT �a = E[X�a ℄P2nk=0PSmaxSl=Smin P [X�a = k \B� = Sl℄ � E[Pi S(a�)i j X�a = k \B� = Sl℄ ; (41)where the expeted values were obtained in the evaluation of the stati model.3.6 Delay and Throughput for Multiple InstanesThe advantage of the analysis, as demonstrated above, is that we an use it in a diret mannerto obtain results for the senario with multiple instanes. This is due to the fat that the delayexperiened by a tagged request is independent of the instane it belongs to.4 Numerial ResultsIn this setion, we use the analytial model to investigate the impat of the arrival rate �, thetrigger value Np and the starting level Sl on the mean delay, the delay density funtion and thethroughput. The system parameters are set as follows:� The number of mobiles is 128, hene n = 7.� The arrival rate � (requests per frame) varies between 0:05 and 3:5.� The three values studied for Np (i.e. the size of the address spae determining the instantat whih a swith from ontention resolution using splitting to polling ours) are 0, 20 and40, where the �rst ase orresponds with ISA without polling.� The starting level Sl will vary from level 0 to 2.� When studying a system with a dynami starting level, Bl and Bm are set to 1 and 4respetively. Therefore the level is dereased by one, if the CC is solved in one frame andis inreased by one, if the CC onsist of four or more frames. The boundary values are setas follows: Smin = 0 and Smax = 2.� The number of instanes varies between 1 and 4.We study four di�erent senarios. First we investigate the impat of the polling threshold Np. Inthat ase the starting level is �xed at 0. Next the inuene of the starting level Sl is disussed.Then the impat of the use of a dynami sheme for the starting level is onsidered. Finally welook at the e�et of using multiple instanes of ISA. More numerial results for higher values of� and Sl are found in [17℄.4.1 The Inuene of the Polling Threshold on the System PerformaneFigures 5 and 6 show the inuene swithing to polling has on the mean delay and the through-put. As expeted we get a tradeo� between the delay and throughput harateristis: the soonerthe ISA protool swithes to polling, the shorter the mean delay, but the lower the throughput.From the �gures we observe that the protool behaves very similar for di�erent Np values whenthe arrival rate � is small (below 0:25). A similar result is obtained for large values of � (beyond17
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Now we investigate whether the onlusion that the mean waiting time dereases due to pollingstill holds for the tail of the delay distribution. Figure 7 shows the impat of polling on the delaydistribution funtion for � = 1. It illustrates the fat that the main improvement of the delay isloated in the tail of the distribution.4.2 The Inuene of Skipping Levels (STATIC) on the System PerformaneFigures 9 and 10 illustrate the impat of Sl on the average delay and the throughput. In these�gures we have three di�erent types of urves, full, dotted and dashed, orresponding to Sl = 0; 1and 2 respetively. Moreover for eah value of Sl the results for Np = 0; 20 and 40 are depited.For a �xed value of Sl, the upper urve orresponds to Np = 0, the middle urve to Np = 20 andthe lowest to Np = 40.
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Figures 11 and 12 show that this is the ase (for Np = 20), meaning that a system where thelevels are skipped dynamially, is able to limit the maximum delay while keeping the throughputhigh.
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