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Abstract

In this paper a contention resolution scheme for an uplink contention channel in a wireless
ATM access network is presented. The scheme consists of a tree algorithm, namely the
identifier splitting algorithm (ISA), combined with a polling scheme. Initially ISA is used,
but at a certain level of the tree, the scheme switches to polling of the stations. This scheme
is further enhanced by skipping a few levels in the tree when starting the algorithm (both in
a static and a dynamic way) and by allowing multiple instants simultaneously. An analytical
model of the system and its variants leads to the evaluation of its performance, by means of the
delay density function and the throughput characteristics. This model is used to investigate
the influence of the packet arrival rate, the instant at which the ISA schemes switches to
polling, the starting level of the ISA scheme and the use of multiple instances on the mean
delay, the delay quantiles and the throughput.

1 Introduction

Due to the rapid development of powerful high performance portable computers and other mobile
devices, there is an increasing interest in wireless communication systems, in particular for Local
Area Networks (e.g. in an office environment). These wireless LANs need to be connected in
a seamless fashion to the fixed network. For these fixed networks, the Asynchronous Transfer
Mode (ATM) has been standardized as the transmission and switching technology supporting the
Quality of Service (QoS) requirements of different service categories in an efficient way. In order
to offer end-to-end ATM service, an ATM based transport architecture for an integrated services
wireless network has to be defined. The ability to support ATM services over a wireless link,
will heavily depend on the definition of the Medium Access Control protocol, needed to arbitrate



access to the shared radio medium.

The importance of these technological challenges is also made evident by the number of projects
within the European program ACTS concerning this topic (e.g. MEDIAN [14], Magic WAND [7],
SAMBA [9], AWACS, AMUSE) and a number of Medium Access Control (MAC) protocols have
been proposed for such systems, such as MASCARA [8], PRMA [5], DSA++ [9], DQRUMA [6]
and others [3, 4, 17, 13, 15].

The system that is considered in this paper has the following characteristics (see Figure 1).
Consider a cell in a wireless ATM network, consisting of a base station (BS) serving a finite set of
mobile stations (MS) by means of a shared radio channel. The BS is connected to an ATM switch
which supports mobility, realizing access to the wired ATM network. ATM PDUs (i.e. ATM cells,
but to avoid confusion with the notion of cell in a wireless network, we use ATM PDU) arriving
at the BS are broadcasted downlink. The ATM PDUs originating from an MS share the radio
medium using a MAC protocol. The access technique is Time Division Multiple Access (TDMA)
and Frequency Division Duplex (FDD). Each MS in a cell receives a unique address that is used
by the MAC layer in the BS.

The MAC protocols considered in the above references have a centralized control located in the BS.
The uplink channel is used by the MSs to inform the BS about their bandwidth needs (through
requests) and to transmit ATM-PDUs. The downlink channel is used for acknowledgments,
information about the permission to use the uplink channel (permits) and ATM-PDUs. Both the
information on the uplink and the downlink channels is grouped into fixed length frames, leading
to significant reductions in the power consumption. The requests issued by the MSs are usually
piggybacked with the uplink ATM-PDUs that have already been scheduled. Unfortunately, such
a piggybacking schemes fail for new terminals entering the network and terminals which become
active after having remained silent for a period of time or have sudden increases in their uplink
traffic. Therefore, an additional uplink contention channel is provided to allow these MSs to
inform the BS about their bandwidth needs. A dynamic portion of each fixed length frame is
assigned to this contention channel.
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Figure 1: Reference configuration of the system

We propose to use a contention resolution scheme based on a tree algorithm, namely the



Identifier Splitting Algorithm, which was developed within the MBS project [11, 10, 12]. In order
to improve its performance, the ISA is combined with a polling scheme. The resulting scheme
is further enhanced by skipping a few levels in the tree when starting the algorithm, both in a
static and dynamic way and by allowing multiple instants simultaneously. The throughput and
delay density functions are analytically evaluated. The application of the analysis on numerical
examples illustrates the influence of the different system parameters on the delay and throughput
characteristics.

The structure of the paper is as follows. Section 2 presents a description of the Identifier Split-
ting Algorithm (ISA) combined with polling. A scheme where the first levels are skipped is also
proposed, and the use of multiple instants of the algorithm is discussed. In section 3, the ana-
lytical model to evaluate the performance of the protocol is presented. Using the results of the
performance analysis, some numerical examples are given in section 4, and conclusions are drawn
in section 5.

2 The Contention Resolution Scheme

2.1 The Identifier Splitting Algorithm (ISA)

The Identifier Splitting Algorithm is based on the well known tree algorithm [2, 1, 16] and was
proposed by Petras in [11, 10, 12]. A contention cycle (CC) consists of a number of consecutive
upstream frames during which the contention is solved for all requests present in the MSs at the
beginning of the cycle. Requests that intend to use the contention resolution scheme generated
by the MSs during a CC, have to wait for participation till the start of the next CC.

In the first frame of a cycle, one contention slot is available. Any MS having a request ready,
at the start of this CC, makes use of this slot. Next the BS checks whether the transmission
was successful and informs the MS(s) that were involved in the scheme accordingly in the next
downstream frame using a feedback field. Two situations are possible:

(i) An MS sending in this slot was successful. In this case the MS will eventually be granted
a permit to send an upstream cell by the BS.

(ii) The transmission was not successful, i.e. a collision occurred. In this case, the next (second)
frame of the CC provides 2 contention slots. Based on the first bit of their MAC addresses,
as opposed to the classical coin flip, the MSs that are involved split up into two distinct
sets. An MS belonging to the first set uses the first slot to attempt a retransmission, while
the second slot is used by the MSs belonging to the second set.

This process of generating two slots in the next frame for each slot in which a collision
occurred, is repeated frame after frame, each time using the next bit of the MAC address in case
of a collision. Thus during the i-th frame of a CC, two MSs can only collide if their MAC addresses
have the same i — 1 first bits. Therefore, provided that the address that uniquely identify an MS,
is n bits long, all collisions are always resolved in n + 1 frames. Also notice that for every frame
the number of contention slots equals twice the number of collisions of the previous frame. To
clarify all this, Figure 2 shows an example of a CC with 6 participants. In this figure CO refers
to a collision, SU to a success and EM to an empty slot. The MAC addresses of the successful
MSs are added to the corresponding slot.

2.2 The Identifier Splitting Algorithm Combined with Polling

One of the attractive features of the Identifier Splitting Algorithm, apart from its dynamic nature,
is that as the scheme is being resolved, the BS obtains more and more knowledge about the MSs
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Figure 2: Demonstrating ISA

that are still competing. For example, if the BS notices that the tree at level i (the top of the
tree is referred to as level 0, see Figure 2) contains k collisions and the MAC-addresses are n
bits long then the BS concludes that the remaining competing MSs can only have k2"~ possible
addresses. This follows from the fact that each slot at level i corresponds to 2" ¢ addresses.
This information can be used by the BS to take a decision whether to continue to use the ISA
protocol or to switch to polling. The basic idea here is that when the size of the remaining
MAC address space becomes smaller than some predefined value, say N,, the protocol switches
to polling. Polling, in this context, means that in the next frame, one slot is provided for each
address in the remaining address space.

In the next section we indicate how the MSs know which slot to use and when to switch to a
polling scheme.

2.3 MS Behaviour

The behaviour of the different MSs, located within the observed cell, is described in Figure 3 by
means of a flow chart.

As long as an MS is able to piggyback its requests, it remains in the piggybacked state. When
an ATM-PDU generated by an MS, finds the queue with ATM PDUs waiting for transmission
empty, then a transition occurs to the state blocked. There it remains until the current CC is
solved, checking the feedback field at the beginning of every frame. The feedback is given by a
set of bits, one for each contention slot, where a zero indicates a success (or an empty slot) and
a one a failure. Notice that one feedback bit is sufficient as we do not take capture effects into
account. Once the current CC has ended, i.e. all feedback bits equal zero, the two parameters
'LEVEL’ and "POS’ are initialized. They have the following function:

e LEVEL : indicates the current level of the CC, and therefore its value is incremented by
one at the start of each frame during a CC,
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Figure 3: The Flow Chart of an MS

e POS : is a variable that holds the number of the contention slots to be used by the MS (the
slots are numbered starting from one).

After initialization, the transmission state is entered. While in this state, a transmission will
take place in slot number "POS’ and the result is found by checking the corresponding feedback
bit. If successful we return to the piggybacked state, otherwise the MS sets the parameters N
and M, and increments 'LEVEL’ by one. Next, the MS checks to see whether a switch to the
polling scheme is made, and depending on this result assigns a new value to 'POS’. Finally the
MS returns to the transmission state and this routine is repeated until a successful transmission
occurs. Checking to see whether, at level 4 + 1, a switch to polling is made simply consists of
calculating the size of the remaining address space and comparing the result with /N,. Due to the
fact that a slot at level ¢ corresponds with 27~ addresses, the remaining address space is found
by multiplying the number of collisions at that level i, by 2"~

2.4 Skipping the First Few Levels

In the previous sections a CC was always started with just one contention slot at level zero of
the tree. In order to investigate the impact of this fact on the performance characteristics, we
consider other starting levels. Hence, instead of starting with just one contention slot in the first
frame, we provide more than one slot during the first frame of a CC.

At first the starting level is fixed at a predefined value S;. It is expected that this has a positive
impact on the delay. Apart from that, the throughput might improve in case of high loads [12].
Unfortunately as will be shown in the numerical results in section 4, this results in some extra
throughput losses during low load periods. To solve this we propose a scheme that changes the
starting level dynamically, between level S,,;, and S,,4., depending on the length of the previous



CC. To make this decision, the system load p is not taken into account, as this value is hard to
measure or predict in real systems.

The starting levels are defined using the following two threshold values B; and B,,,. Suppose that
at some point in time the starting level equals S; and L is the length of this CC. Then the new
starting level S; obeys the following equation

HlaX(S[ — 1, szn) L S Bl
Sl, = S B, <L< B, (1)
min(S; + 1, Spuaz) L> B,

Clearly all MSs, wanting to access the contention channel, need to be aware of the current starting
level. We suggest that this knowledge is broadcasted

by the BS at the start of every CC. Therefore it is not necessary for all MSs, including those
that do not use the contention channel, to keep track of the lengths of the CCs.

2.5 Multiple Instances of ISA

In what follows, we demonstrate by means of an example how multiple instances of the ISA
protocol with a fixed starting level S; > 1 can be introduced. For this example (see Figure 4),
the starting level S is fixed at one. Here at level 3, all collisions in the right-hand side of the tree
are resolved. Suppose that during these 3 frames a number of MSs, not necessarily participating
in this CC and some with the first bit of their MAC address equal to one, have generated a new
request. Then according to the previous sections they have to wait until the start of the next
CC, that is until the end of frame 5.

Alternatively, the BS may initiate a new instance of the ISA protocol, used by all MSs belonging
to the second half of the tree, thereby creating a second instance of the ISA protocol. The first
instance is used by all MSs with the first bit of their address equal to 0, the second half is devoted
to the other MSs, i.e. with a MAC address that starts with 1.

In general, the ISA protocol with starting level S; can be uncoupled to form 2% different in-
stances of ISA, where each instance corresponds with a partitioning of the address space. The
MS behaviour is very similar as before, thus no extra complexity is added.

Another advantage of this method is that the contention slots are spread more uniformly over
consecutive frames, as the different instances are not necessarily in phase, i.e. the tops of the
different trees might occur in different frames. The disadvantage of uncoupling is that we can
not decrease any longer the starting level, dynamically, below level S;.

Although it is possible to combine multiple instances and polling, this is beyond the scope of this

paper.

3 Performance Analysis

3.1 The Analytical Model

For this analysis we assume that each MS has at most one active connection. We define n as the
size of the MAC-addresses (in bits). The number of MSs located within the reach of the BS is
2™ i.e. all MAC addresses are utilized.

We assume that the aggregate traffic generated by all MSs, on the uplink contention channel, has
a Poisson distribution with a mean of A requests per frame. As the number of MSs is finite and
equals 2", the number of requests, generated during a CC, should never exceed 2". Therefore we
drop, at random, some of the arrivals if this value is exceeded (for z > 2™ arrivals, we drop z — 2"
arrivals). In this way, we assure that the requests arrive in a uniform way during a CC. Hence,
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Figure 4: Creating Multiple Instances of ISA

define the random variable I; as the number of requests generated during a CC, consisting of ¢

frames, as
DALY
Pl =k = (]:') e N k< 2"
i)k
pl=2 = Y 7') e N
5. K

Notice that we do not need to consider bursty input traffic since we are observing the access
channel used by an MS to transmit a first request after a period of silence. In real-life systems
the following holds with respect to the number of MSs participating, and their addresses.

e MSs that were successful during the last frame of a CC, will never participate in the next

CC.

e Participating MSs, regardless of the frame in which they were successful, are less likely to
take part in the next CC as opposed to those that did not participate at all.

To make the system analytically tractable, both these remarks are ignored. Thus the addresses
of the MSs taking part in the scheme at the beginning of a CC are uniformly distributed over
the complete address space and their number is distributed according to a Poission distribution,
where the mean depends on the length of the previous CC.

The following random variables will be used in the sequel of this section.

e X, resp. X,, denotes the number of contenders or participants in a CC for the ISA protocol
without resp. with polling.

e R, resp. R,, denotes the level at which the CC is resolved (i.e. the number of frames
needed minus one) and this again for the ISA scheme without resp. with polling.



i(c), resp. Ci(a), denotes the number of collisions at level ¢ for both protocols. These

variables range from 0 to 2°.

e P, denotes the level at which we poll for the ISA scheme with polling. If the scheme is
solved without polling we let P, be equal to n + 1.

Furthermore we use the symbol C' to denote the number of different possible combinations of r
from n different items.

3.2 The Delay Analysis
3.2.1 The Identifier Splitting Algorithm

(A) We start by studying the random variable R, conditioned on X.. Notice that at level i the
address space is split into 2¢ equal parts of size 2"7*. For the scheme to be collision free at level
1 we can only allow one participating MS in each subspace. This results in

n—i)k 2!
P[RCSZ.|XC:]€}:%' (2)
Ci
This can be proven by noticing that P[R. < i | X, = k] = P[R. < i | X, =k — 1] 2" x (2! —
(k—1))/(2" — (k — 1)) using induction on k. An alternative proof is based on the multivariate
hypergeometric distribution. By subtraction we obtain P[R, = i | X, = k], which is denoted as
pe(k,i+ 1) (we write 7 + 1 to indicate the number of frames used).

(B) Let us now focus on X.. Clearly X, is the steady-state vector of the Markovian process
(X,(f))n, where X\” denotes the number of contenders during the n-th CC. Due to (A),

n+1 | ,— At
.\ def : : (At)e
tolk,g) E P = 31 X = K] = 3 = pe(k ), 3)
t=1 g
for 0 <7 <2" —1. When 5 = 2" we assign the remaining probability mass. X, is then found by
solving the eigenvector problem. Applying the definition of the expected value gives us the mean
number of participants E[X,] in a CC.

(C) Before we can calculate the delay we still need to make the following observation. Assume
a random arrival in a CC, then we need to know the probability that there are k£ contenders in

this CC and that there will be [ in the next CC. We denote X and Xr(li)ﬂ as the number of par-
ticipants in these two CCs. Some straightforward reasoning shows that the following relationship

between X(c) X,(az)r and X, holds

next’
() P[X.=1]
PlX =|ll=—— 4
[ next l] E[Xp] ( )

and

on . N
PLX(©) = §] = Zi=! P[);JC[)_( ;f]tc(kaj).? 5

cur

where t.(k,j) was defined in (3).



Combining (A), (B) and (C) Having done this we can calculate the mean delay. Clearly the
delay consists of two parts. The first is the time until the start of the next CC and the second
is the number of frames needed until our tagged request is successful. Using expression (5) and
knowing that the arrivals are distributed uniformly within a CC (see section 4.1), the expected
value for the first part equals

n+1 . .
c(k,
E[RCL)] o E[remaining cycle length] = ; zk: P[X(9) = k] T l;[gc( )Z()C ]

i/2. (6)
By definition of the expected value the second part equals

BIFNBS) S Y PIX, = k4 )(Fui k)~ Fli 1K), ™)
i=0 k>1

where F.(i, k) denotes the probability that a tagged request is successful at or before level i given
that there where k — 1 other contenders (F.(—1,k) is zero in the expression above). Again we
can prove by induction that

211721171'
Ckfl

Feli k) = T
k-1

(8)
Adding EF[RCL] and E[FN BS] results in the mean delay.

The delay density function Using (A), (B) and (C), it is easy to find the delay density
function D.(z) (with = between 1 and 2 % (n + 1)). This function is the following step function

el okl 2 E (s 1,0) — Fuls — 2,1)

REAGEDIIDIEDY ; G;(l)
s=1j=[z]—s =1
~J PIRe=j 1| Xe=H o) _

where G;(l) = %e*)‘j for | <2" —1and G;(2") = 3 50n 4 %e*)‘j. In (9) s denotes the

number of transmissions (including the successful transmission) a tagged request needs, j refers
to the length (in frames) of the CC in which our tagged request is generated. Finally [ — 1 equals
the number of other competitors apart from our tagged one.

3.2.2 The Identifier Splitting Algorithm combined with Polling

In this section we will follow the same lines of reasoning and therefore we start by studying

P[R, <i| X, = k).

(A’) Two cases can be considered. First the CC might be solved before level i or at level ¢ due
to polling, secondly it might be solved at level ¢ without a switch to polling. Thus we get

PR, <i|X,=k] =P[R, <i—1UP, <i|X,=k+
PR, =iNP,>i| X, =k (10)

The first probability is discussed in (A1’), the second in (A2’).



(A1’) We calculate the complementary probability mass. Clearly by definition of the polling
mechanism we have

PR, >inP, >i| X, =k = P[C\) >

@ > |t | | Xa =R (1)

The right-hand side is found using the following relationship

. N, . N,
PlC\, = {QW 1+1J +12|X, =k =P[C = {WJ 2| X, =k (12)

for £ > 1, but not necessarily for z < 0. To prove this we must show that having [QTL]Y—?“J +
collisions at level 7 — 1 given k contenders for one scheme, implies the same for the other scheme.
Clearly if the polling scheme had this number of collisions (at level i — 1 given k participants),
polling did not occur before and thus we have the same effect for the non-polling scheme. On
the other hand if the ISA scheme without polling results in that many collisions, polling again
is not an issue as the remaining address space is too large and only decreases in size as the level
increases. This observation motivates us to study Ci(c)
Our main objective here is to find the probability that we have exactly [ collisions at level ¢
given k participants. Although these values are easy to describe mathematically by an extremely
large sum of multivariate hypergeometic probabilities, this is of no practical use due to high
computational complexity. A more complicated but appropriate way would be to apply the
Inclusion-Exclusion Principle. This method sometimes tends to give numerical problems for large
values of n, and therefore we propose the following variation on the Inclusion-Exclusion Principle
(where the first equality is a consequence of (2)):

conditioned on X, in more detail.

) 2(n7i)k02i
s(i,2,k) = ———2k (13)
Ci
= oni O A I+
. _ v n—i 1 — T
s(i,l,k) = Cj [12_:02 IT"li ZC i1+, k), (14)

where s(i,1,k) = P[C-(C) =2 — 1| X, = k]. This concludes (A1’)

7

(A2’) In this case each collision at level i — 1 involves only two MSs, otherwise it cannot be

solved at level 7. The probability that such a collision is solved, at level 7, clearly equals 2"2171
Thus by means of the multivariate hypergeometric distribution we get

PR, =iNP,>i| X, =k =

B o) oo n—i u
22: 2(nfi+1)(k72u)( 2 ) - k—2u ( 2" ) , (15)
Ci

u=u;_1+1

N.
where u; denotes b”fiJ'

(B’,C’) As before we define py(k,i +1) = P[R, =i | X, = k|. Steps (B’) and (C’) are very
analogue to (B) and (C). As for the calculation of the mean delay, we still need to find F, (7, k)
i.e. the probability that a tagged request is successful at or before level 7 given that we had &
contenders (for the ISA scheme with polling)

We denote u; 1 +1 as v;, thus v; = 1+ | 5oty Np-]. In (A1°) it was argued that the event C( )

10



. a .. . . . . . .
is the same as Ci()1 > v;, when conditioned on X, resp. X,, which in its turn coincides with

P, >i1N R, > i. Therefore we have
Falick) =P[Ry <i—1UP, <i| X, =K+ > P[R, <inC =s|X.= k| (16)
§>0;

where R; denotes the level at which our tagged request is successful. This first probability was
found in (A1’). The second one is calculated using the equations (13) and (14) as follows. We

define #(i, s, k) as P[R; <iN Ci(f)] =21 5| X. = k]. Then we get (where the first equation is
a consequence of (2))

2(n7i+1)k013"*1

< oi—1
s _ 5 (2" —s2n !
isk) = 027y g Calt
[1=0 k

2n752n7i+172n7i 21‘—175

l Ih C
’ (E] * (1 a El) g;lnl:s]anHJ ) - Z C;+$t(7j’s+m’k), (18)

k—11—1 =1

With these values it is straightforward to find the second term of expression (16) and thus we
have an expression for the mean delay. When we look at the delay density function we can use
the same formula as we did in the basic scheme (where the superindex a is used instead of c).
This concludes the delay analysis.

3.3 The Throughput Analysis

3.3.1 The Identifier Splitting Algorithm

In this section we determine the throughput for the basic scheme. First we define two more sets

of random variables Si(c) and Si(a), being the number of slots used at level 7 by both schemes.

From the foregoing we already obtained P[X, = k] and thus the throughput 7, is found as

. [,

— . 19
X PIX. = K * E[Y, 5 | X, = k] 1

We could calculate the expected number of slots in this formula as was done in [12] (using a
strong recursive scheme). Still it is possible to get the same results using a more direct approach
as follows. First notice that

n

EY S X, =k =1+ E[S | X, = k]. (20)
7 =1

On the other hand we know that the expected number of slots at level i equals twice the expected

number of collisions at level 4+ — 1. While the expected number of collisions at level 7 matches

n__on—i 2n72n7i
c2' 2 C? )
—1

ElCY | X, =k =2 (1 — Tk —oni (21)

9n on
Ck Ck

Hence we have found the throughput results without using any form of recursion.

11



3.3.2 The Identifier Splitting Algorithm combined with Polling

Again since we already know the probabilities P[X, = k] from the delay analysis, it is sufficient

to find B>, S \ X, = k]. Unfortunately this is not as straightforward as one might expect.
We start in a snnllar manner as above. The expected number of slots used equals the sum of the
expected number of slots used at each level. By definition of the adapted scheme we have that

ElS" | X, =k =P[P,=i| X, =k E[S”) | X, =kN P, =i] +
PPy >iNRy >i| Xa =k E[S" | X, =knP, >inR, > i, (22)
by observing that the expected number of slots is zero if R, < i — 1. The second probability

was obtained in (A1’), the first one is calculated as P[R, < i—1U P, < i | X, = k] minus
P[R, <i—1]| X, = k], two results that were also obtained in (A’). It remains to compute both

expected values (for i > 2 since S(()a) and S§a) are trivial to obtain). They are discussed in (D’)
and (E’).

(D’) First consider E[ | X, =kNP, >iNR, >i]. In this case the number of slots used at
level 7 is twice the number of collisions of the previous level. Also in (A1) it was shown that the
event P, > iN R, > 1 is the same as Ci(f)] > v;, again when conditioned on X, resp. X.. Thus it
is sufficient to find

ECY, | X, =kNnCY, > v
This is done using the definition of the expected value combined with (12)
=s+uv; | X, = k]

> | Xe = k]

Qifli,ui (C)
P[C,

E[Cfi)l ‘ X.=knN 07(2)1 > 7)7j} =, + § s [ 1 1(
s=0 P[C °)

17—

(23)

where we applied the following proposition. If an event A C C then P[A | B N C] equals
P[A | B]/P|C | B]. In this case A is equal to C’i(ﬂ = s+ v; and C is chosen as C@] > v;.

)

(E’) As opposed to the first case the expected number of slots is now 2" “*! times the expected
number of collisions at level 7 — 1 given that we do poll on level i and we had k contenders. Also

(a)

since the event P, =14 is the same as R, >N C _41 < v; we are actually looking for
EC"™ | X,=knR, >inC"™ <) (24)
We start with the following observation
EC"™ | X,=kNR, >i] =
PIC'™, > v | Xy = kN R, > i] B[C"
PICY) < ;| Xy = kN Ry >i] E[C“

7

| Xo=kNR, >inC"

1—

| Xo=kNR,>inC"

> v+ ...

)
1
4 <), (25)

)
1
)
1
where the expression of interest is part of the right-hand side. Both probabilities are clearly each
others complement and thus it is sufficient to calculate the first. To do this remark again that if
an event A C C then P[A | BN C] equals P[A| B]/P[C | B]. Application of this result with A
equal to C( )] > v; and with C as R, > i, ( A is a part of C because v; > 0) yields the following
expression for the first probability

PICY, > vi | Xy = K|/P[Ra > i | X, = K. (26)

1

Both these values were obtained in section (A’). Again two expected values remain unknown,
(E1’) and (E2’) are devoted to them.
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(E1’) We start with the one in the right-hand side. Notice that event C( )1 > v; is a part of the
(c)

event R, > i (as mentioned above) and this first event is the same as C;; > v; when conditioned
on X, =k or X, = k respectively. Thus the expression we are looking for is reduced to (23). It
remains to find the left-hand side of expression (25).

(E2’) Remark that the event R, > i coincides with C( )] > 0. As the event C( )2 > v;_1 contains
this last event, we can also write it as Cv( )2 > ;1 N C( )1 > 0. So, we want to find

EC™ | X, =knC > v 1nCY >0 (27)
Some straightforward reasoning based on the definition of the expected value yields

E[C\) | Xo = kN CY) > v 4]

]

1-PIC™, =0 X, =knC", > v;_1]

Applying P[A | BNC] = P[ANC | B]/P[C | B] we find the probability in the denominator.
Thus

EIC\) | Xa =kNC, > 0O > 0] =

71—

- (28)

PIC™ =0nC, > vy | Xy = k]
PICY), > vy | X, = K]

)

PIC =0 X, =kNnC, > v 4] = (29)

due to our discussion in (A1’) we can substitute the super- and subscripts a for ¢ in both proba-
bilities without altering their values. Having done this we use (13) and (14) for the computation
of the denominator, while the nominator is obtain based on a similar argument as in (A2’)

P[Cl(i)] =0Nn Cl(f)g 2 Vi—1 | XC — k] —

LEJ on—i+2 u 9i—2 9i—2 u o .
22: 2(n7i+2)(k72u) (Cf2 ) C Ck 2u n it (30)
U=v;_1 C]%n on—it+2 _ 1

The expression is the same as in (A2’), but with ¢ — 1 substituted for i — 2 (remember that
v, = 1+ 11,7371).

We end with the determination of the expected value in the right-hand side of (28). Again we
can substitute the sub- and superscripts a for ¢. Then using the definition of the expected value
we get

E[Cz(i)] ‘ Xe=knN Cl‘(f)g > UZ',]] =

Z E[Cv(i)l | Xe=kn 07(2)2 = l]

; b : (31)
>0 PlC;Zy > vi1 | Xe = K]

Finally we calculate the nominator of this sum using the same methodology as in (13) and (14),
where we define e(i — 1,s,k) as E[27! — Ci(i)l | Xe =kN C( )2 =272 ] P[Ci(i)2 =272 5|
X, = k]. This results in the following equations (again the first equation is a consequence of (2))

) o 9(n—it2)k2'7?
e(i—1,272 k) = 27’*1% (32)

. Crmz 2n z+1sz
eli —1,8,k) = C2 22277 AL 95 4 (271 — 25) - I -
o Ce,”
_gon—i+2 2i—2

2n
GGk,
n

Ck

— ZSCS” (1—1,s+z,k) (33)

z=1
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with m; equal to 2" — s2n—#+2 — gn—i+l

We end this section by remarking that the expected number of slots used in this scheme given
that we had k contenders is independent of the way the slots (polling and contention slots) are
incorporated into the frame structure. Only the probability of having k& contenders depends on
the frame structure.

3.4 Delay and Throughput when the First Levels are Skipped (STATIC)

In this section we describe the necessary adaptations to the evaluation methods above such that
it allows us to evaluate the scheme when some of the first levels of the tree are skipped. We
restrict to the ISA protocol with polling as setting N, equal to zero leads to the performance
measures of the other scheme.

The starting level is denoted by S;. The following random variables are defined:

e X : the number of participants in the scheme, this variable ranges from 0 to 2".

e RI : the level at which the scheme is resolved, this variable ranges from S; to n.

(a+)

e S, : the number of slots used at level i.

e P : the level at which we poll, if the scheme is solved without polling, the variable obtains
the value n + 1.

We start with the delay analysis.

3.4.1 The Delay when the First Levels are Skipped (STATIC)

To solve this problem we follow the same lines of reasoning as before. In this section we will ad-
dress the most significant differences with the previous evaluation (of ISA combined with polling).
Before going into the mathematical details, let us summarize the two major differences regarding
the behaviour of the protocol. First the scheme can no longer be solved before level S; as these
levels no longer exist. Secondly polling during level S; is no longer possible as level S;—1 is skipped.

(A+) Let us start with R. Notice that if the scheme was resolved at the first level S; then
it is also solved at or before level S; with the basic scheme and vice versa. Secondly the events
R} <z and R, < z coincide if z > S;. Thus we have (due to (2))

9(n—=Sp)xk 251
P[R(;F:SI‘X;:]C} = Qan )
Ck

PRy <Si+u|X; =k = PlR.<Si+a|X,=F|,

for every value z > 0. This means that the probability of resolving the scheme before or at level
S; might decrease a bit, compared to the scheme that starts at level zero. If so the probability
that it is solved at level S; + 1 increases together with the probability of polling at this level.
Remark that the probability of solving the scheme at level S; + 1 without polling remains the
same. For the other levels everything remains exactly the same as before. Finally we define
pi(k,i) as PIRF =S, +i— 1| X =k].

14



F (i k) is defined as the probability that a tagged request is successful at or before level i.
With similar arguments as used for R} we get

02717271,751
f;—(slvk) = k721n71 )
Ckfl
f:(sl_‘_’nak) = fa(Sl—F.’I},k),

for every positive value z. The remainder of the analysis is analogue to the one with starting
level zero.

3.4.2 The Throughput when the First Levels are Skipped (STATIC)

The main objective of this section is to find the expected number of slots used at each level. Once
we have these values, the distribution of X allows us to calculate the throughput.

This new scheme clearly never polls at level S; (or before since these levels don not exist), thereby
the probability of polling at level S; + 1 is increased. This causes the expected number of slots
during level S; and S; 4+ 1 to be different from the ones we had before. All the other expected
values stay the same. The expected number of slots at level S; matches 2 because we start at
this level.

The situation for level S; + 1 is a bit more complicated. We start with equation (22) (where we
add a '+’ to all random variables and set i equal to S; + 1). In view of the discussion in (A+),
adding a '+’ only changes the first two values (of the right-hand side) in this expression. Based
on the fact that the events at level S; are similar to those of the ISA scheme without polling and
with the starting level at zero the product of these two values is given by

P[P =S+ 1| X, = KE[S{T) | X =knPf =85 +1] =
us,;

27 S S iP[CY) =i | X, = k] (34)
i=1
This concludes the throughput analysis.

3.5 Delay and Throughput Analysis when the First Levels are Skipped (DYNAMIC)

Having done the analysis for the static starting level it is easy to extend these results to the
proposed dynamic model. We use the same random variables as above but substitute the '+’ sign
for a 'x’ to indicate the dynamic nature of the scheme. We also introduce a new random variable
B* as the starting level.

3.5.1 The Delay when the First Levels are Skipped (DYNAMIC)

As always we start with the search for R} but now when conditioned on X and B*. Assuming
that the starting level equals S; we have the following (due to the STATIC part)

2(n751)*k 25;
PR: =5 | X: =kNB*=S)] = C—QOk -
k

PRI < S+ | X' =kNB*=8] = PR, <S8 +1|Xa=Fkl|, (36)

with  a positive number. Having found this we define p’(k,S;,z + 1) as P[R: =S, + x| X} =
kN B* = S)].
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To find the joint distribution of (X}, B*) it is sufficient to construct the following transition
matrix and do the matrix inversion

£5(ks Sp, 45 Sa) = PIXY) = N Biyy = Sa | X = kN B = S)) =

n+1-5; ()\t)jef)\t

> ik, Sy, )1 {<B A5~ Bi<t<B - B - :

j' a\'Vs ) {(t<BiASa=Sp—1)V(B;<t<BmASa=Sp)V(t>Bm ASa=Sp+1)}

t=1
Suppose that we observe the system at an arrival time, then the probability that there are k
contenders in the current CC and that this CC started at level S; is needed. We also need this
probability for the next CC (after the one containing the random arrival). These values are the
natural extensions of (4) and (5)

PIX(E) = k0 By = 5] = 2t =2l (37)
and
co(k, S1) = PIX(r) = kN B}, = 8] =
S 3 PG = k0B = St (ki S5 S (38)
E[X}]

J=1Sn=Smin a

Finally we need to find F; (i, k, S;), being the probability that a tagged arrival is successful at or
before level 4, knowing that there were k£ — 1 other participants and the CC started at level S;.
Again, using the results of the previous section (see STATIC) we obtain

2n72n75l
Ckfl
an_1 3
Ckfl

FolSi+z,k,8) = FuolS+uz,k).

Fi(S,k,S) =

As before we can combine these results to obtain the average delay of the system. Let us now
focus on the delay density function. As in (9), s is the number of frames that the tagged element
competes, j is the length of the CC (in frames) in which the tagged request was generated and
Sp the level at which this CC started. While [ — 1 is the number of other competitors next to the
tagged element,

LCEJ Smaa: n+1 n A]f;(f(sbjj)+S—17l’f(Sb7j))
5=1 Sp=Spmin j=a]—s =1 J

G i":jPRa:SHj—qu;:kmB*:Sb]
I 1+ER: -S| X =k N B*=8)]

CZ(IC,S},)) ’ (39)

where the function f(Sp, j) is given by

max(Sm,;n, Sb - 1) 7 S Bl
f(Sh,j) = Sh B <j<Bpm ,. (40)
min(Spaz, Sp + 1) j > Bpn,

and A Fi(z,y, z) equals F)(z,y,2) — Fi(z —1,y, 2).
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3.5.2 The Throughput when the First Levels are Skipped (DYNAMIC)

In the section above we obtained the joint distribution of (X}, B*). This is used to derive an
expression for

_ BIX{]
P Yes,, PIXs =kn B = 8]« B[S, 81 | X; = kN B* = 8]

T;

(41)

where the expected values were obtained in the evaluation of the static model.

3.6 Delay and Throughput for Multiple Instances

The advantage of the analysis, as demonstrated above, is that we can use it in a direct manner
to obtain results for the scenario with multiple instances. This is due to the fact that the delay
experienced by a tagged request is independent of the instance it belongs to.

4 Numerical Results

In this section, we use the analytical model to investigate the impact of the arrival rate A, the
trigger value N, and the starting level S; on the mean delay, the delay density function and the
throughput. The system parameters are set as follows:

e The number of mobiles is 128, hence n = 7.
e The arrival rate A (requests per frame) varies between 0.05 and 3.5.

e The three values studied for N, (i.e. the size of the address space determining the instant
at which a switch from contention resolution using splitting to polling occurs) are 0, 20 and
40, where the first case corresponds with ISA without polling.

e The starting level S; will vary from level 0 to 2.

e When studying a system with a dynamic starting level, B, and B, are set to 1 and 4
respectively. Therefore the level is decreased by one, if the CC is solved in one frame and
is increased by one, if the CC consist of four or more frames. The boundary values are set
as follows: S;in = 0 and Spez = 2.

e The number of instances varies between 1 and 4.

We study four different scenarios. First we investigate the impact of the polling threshold N,. In
that case the starting level is fixed at 0. Next the influence of the starting level S; is discussed.
Then the impact of the use of a dynamic scheme for the starting level is considered. Finally we
look at the effect of using multiple instances of ISA. More numerical results for higher values of
A and S; are found in [17].

4.1 The Influence of the Polling Threshold on the System Performance

Figures 5 and 6 show the influence switching to polling has on the mean delay and the through-
put. As expected we get a tradeoff between the delay and throughput characteristics: the sooner
the ISA protocol switches to polling, the shorter the mean delay, but the lower the throughput.

From the figures we observe that the protocol behaves very similar for different IV, values when
the arrival rate A is small (below 0.25). A similar result is obtained for large values of A (beyond
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Figure 5: The impact of polling on the mean  Figure 6: The impact of polling on the
delay throughput

5). Both these results are intuitively clear. Polling is not an issue in these cases: for A\ very
small, collisions rarely occur and hence ISA solves the collisions; if A is very large, the remaining
size of the address space is too large to switch to polling. For the used system parameters, the
asymptotic values for the mean delay and throughput are 12 and %

Let us now consider moderate values for A. Recall that for the polling threshold N, = 40, resp.
N, = 20, the protocol will never start polling until level 3, resp. level 4. Thus the impact of N,
on the performance measures is low for small values of A. If the arrival rate increases (look at
the range 0.5 till 1), the probability that collisions at level 2, resp. 3 are introduced increases.
In most cases these collisions contain very few participants, and hence occasionally 32, resp. 16
polling slots are provided at level 3, resp. 4 to poll very few competitors. Therefore the through-
put decreases with increasing value of N,. If X is increased even more, beyond one, polling is
postponed in most cases to a later level (as the expected number of collisions at level 2, resp. 3
becomes larger than one) and will contain more participants. This results in higher throughput
values for a fixed value of N,.

The Delay Density Function The inmpact of skipping levels on density function
T T T T
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2 4 6 8 10 12 14 16 2 4 6 8 10 12 14 16
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Figure T7: The impact of polling on the delay  Figure 8: The impact of Skipping with A\ = 1
density function with A = 1 and N, = 20
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Now we investigate whether the conclusion that the mean waiting time decreases due to polling
still holds for the tail of the delay distribution. Figure 7 shows the impact of polling on the delay
distribution function for A = 1. It illustrates the fact that the main improvement of the delay is
located in the tail of the distribution.

4.2 The Influence of Skipping Levels (STATIC) on the System Performance

Figures 9 and 10 illustrate the impact of S; on the average delay and the throughput. In these
figures we have three different types of curves, full, dotted and dashed, corresponding to S; = 0,1
and 2 respectively. Moreover for each value of S; the results for N, = 0,20 and 40 are depicted.
For a fixed value of S;, the upper curve corresponds to N, = 0, the middle curve to N, = 20 and
the lowest to IV, = 40.

The influence of Skipping Levels Influence of Polling and Skipping
T T T T

11

03

throughput
o
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The mean delay (in frames)
o
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01r

. . . . . N L L .
0 05 1 15 2 2.5 3 35 0 0.5 1 15 2 2.5 3 35
The mean arrival rate A (per frame) the arrival rate A (per frame)

Figure 9: The influence of skipping on the  Figure 10: The influence on the throughput
mean delay. for N, = 0, 20 and 40.

Clearly skipping the first levels leads to a decrease of the mean waiting time. The asymptotic
value now is 12 — 1.5 x S;. Let us now focus on the impact of polling for variable values of
S;. First Figure 9 shows a faster decrease of the delay due to polling, when the starting level is
larger. This can be seen by observing the area between the curves for N, = 0,20 and N, = 40.
Secondly, notice that the curves converge slower for increasing value of S; (observe the differences
for A = 3.5 in Figure 9). Figure 10 represents the throughput results for N, = 0,20 and 40. We
see that for low values of A skipping levels results in a lower throughput (as most of the S; slots
are wasted). If A becomes larger this loss is converted in a small gain, due to the fact that the
majority of the slots before level S; contain collisions.

The influence of skipping levels on the delay density function is shown in Figure 8.

4.3 The Influence of Skipping Levels (DYNAMIC) on the System Performance

From the previous sections we may conclude that a higher starting level has a positive impact
on the delay and even on the throughput, especially for larger values of A. Unfortunately a high
price is paid for this in terms of throughput if X is small. The aim of this section is to show that
the dynamic scheme as proposed in section 2.4 solves this problem. That is, if A is small the
result should tend to the results for S; = S,,,;,, while for A large the behavior should be similar
to the one corresponding to S; = Snaz-
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Figures 11 and 12 show that this is the case (for N, = 20), meaning that a system where the
levels are skipped dynamically, is able to limit the maximum delay while keeping the throughput

high.

The influence of a dynamic starting level
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4.4 The influence of Multiple Instances of ISA on the System Performance

Notice that in this final scenario A varies between 0 and 6. Figures 13 and 14 show the delay and
throughput results for three configurations. In the first we have one instance and the starting
level S; is fixed at 2. In the second we have two instances, with S; = 1. Finally we have four
instances, with S; = 0.

Clearly the more instances we use, the better the average delay. Except for very small and very
large values of A, were all scenarios perform alike. Indeed, based on intuition, it is clear that the
behaviour in both halves (or quarters) in the tree is very similar in both these cases. Thereby
uncoupling has little influence.
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Figure 14: The influence of multiple in-

stances on the throughput.

Figure 13: The influence of multiple in-

stances on the delay.
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As before, for more moderate values of A, there exists a tradeoff between the delay and throughput,
thus the more instances we use, the smaller the delay and the lower the throughput is. Still this
time the decrease in throughput is considerably smaller, thereby making the use of multiple
instances attractive.

5 Conclusions

In this paper the performance analysis of the Identifier Splitting Algorithm combined with polling,
when employed on an uplink contention channel used in a Wireless ATM environment, was pre-
sented. Both the delay density function and the throughput characteristics were obtained ana-
lytically. Multiple numerical results have shown that the Identifier Splitting Algorithm combined
with polling, enhanced by a mechanism of skipping in a dynamic way the first levels, leads to
a good trade off between low delay and high throughput results. Finally the use of multiple
instances was shown to have a good impact on the delay, with little throughput losses.
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