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.beAbstra
tIn this paper we generalize a prior performan
e analysis [5℄ of the binaryIdenti�er Splitting Algorithm (ISA) with polling to the Q-ary 
ase (to resolve a
ollision Q slots are provided instead of two). The analysis 
ombines a numberof queueing theoreti
al te
hniques with a fair amount of 
ombinatori
s. TheISA algorithm is a 
ontention resolution s
heme that operates on the 
ontention
hannel of a wireless ATM a

ess network. It has a tree stru
ture and is used toinform a Base Station about the bandwidth requirements of the Mobile Stations.We evaluate the in
uen
e of the splitting fa
tor Q on the throughput and a

essdelay of the proto
ol and its intera
tion with the other proto
ol parameters.1 Introdu
tionIn this paper, the following 
lass of WATM a

ess systems is 
onsidered. A widevariety of Medium A

ess Control (MAC) proto
ols for WATM belongs to this 
lassof MAC proto
ols, examples are DSA++ [8, 4℄, E-MAC, D2MA, [7℄ and many more.Consider a 
ellular network with a 
entralized ar
hite
ture, i.e., the area 
overed bythe wireless ATM network is subdivided into a set of geographi
ally distin
t 
ells ea
hwith a diameter of approximately 100m (slight overlaps are allowed to fa
ilitate thehandovers from one 
ell to the next). Ea
h 
ell 
ontains a base station (BS) servinga �nite set of mobile stations (MS). This BS is 
onne
ted to an ATM swit
h, whi
hsupports mobility, realizing seamless a

ess to the wired network.Two logi
ally distin
t 
ommuni
ation 
hannels (uplink and downlink) are used tosupport the information ex
hange between the BS and the MSs. ATM 
ells arriving
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tureat the BS are broad
asted downlink, while upstream ATM 
ells must share the radiomedium using a MAC proto
ol. The BS 
ontrols the a

ess to the shared radio 
han-nel (uplink). The a

ess te
hnique used is Time Division Multiple A

ess (TDMA)
ombined with Frequen
y Division Duplex (FDD) to separate the uplink and downlink
hannels.TraÆ
 on both the uplink and downlink 
hannel is grouped into �xed length frames(of approximately 1-2 ms length) to redu
e the battery 
onsumption. The uplink anddownlink frames are syn
hronized in time, i.e., the header of a downlink frame isimmediately followed by the start of an uplink frame (after a negligible round trip timethat is 
aptured within the guard times, see Figure 1). Ea
h uplink frame 
onsistsof a (variable length) 
ontentionless and a (variable length) 
ontention period, wherethe length of the 
ontentionless period dominates that of the 
ontention period. AnMS is allowed to transmit in the 
ontentionless period after re
eiving a permit fromthe BS. To obtain these permits the MSs must inform the BS about their bandwidthneeds using requests. Whenever an MS forwards an ATM 
ell to the BS a request ispiggyba
ked to the ATM 
ell. When an ATM 
ell that is generated in an MS �ndsthe transmission queue empty (in that MS), it uses the 
ontention period to informthe BS about its presen
e (i.e., it uses the 
ontention period to sent a request), aspiggyba
king is no longer an option.The 
ontentionless period in an uplink frame 
ontains a number of �xed length slots.These slots are large enough to 
arry a single ATM 
ell, a request and the physi
aloverhead needed to guarantee a safe guard time, some training sequen
es and errordete
tion 
odes. The slots forming the 
ontention period have the same size but they
an be subdivided into m minislots (as requests tend to be mu
h smaller than ATM
ells). Realisti
 values form are 1, 2, 3 and possibly 4. Ea
h downlink frame starts witha frame header in whi
h the required feedba
k on the 
ontention period of the previousuplink frame is given. This informs the MSs parti
ipating in the 
ontention periodwhether there was a 
ollision or whether the request has been su

essfully re
eived.The frame header also 
ontains the permits for the 
ontentionless period in the nextuplink frame. Finally, a unique n-digit MAC address is assigned by the BS to everyMS (we make use of Q-ary digits).Thus, the main idea is that every MS os
illates between a state in whi
h the band-width requirements are piggyba
ked with upstream ATM 
ells and a state in whi
h the



MS needs to a

ess the 
ontention 
hannel to inform the BS about its needs (espe
iallythose MSs that hold bursty VBR 
onne
tions). Therefore, the delay experien
ed on the
ontention 
hannel has a major impa
t on the delay performan
e of the MAC proto
ol.The 
ontention resolution s
heme studied in this paper is the Identi�er Splitting Algo-rithm (ISA) 
ombined with polling [2, 3, 5, 7℄. In this paper the performan
e analysispresented in [5℄ for the binary 
ase is generalized to the Q-ary 
ase.This generalization
auses some 
hanges in the analysis, still the main lines of reasoning 
an be retained.For the throughput analysis however a di�erent approa
h from [5℄ was 
hosen.In the remaining part of the paper a minislot is simply 
alled a 
ontention slot orslot, ex
ept when stated otherwise. The paper is organized as follows. The Identi�erSplitting Algorithm is treated in more detail in Se
tion 2 and its performan
e is evalu-ated in Se
tion 3. This analysis is used in Se
tion 4 to investigate the in
uen
e of thesystem parameters on the performan
e, in parti
ular on the throughput and the a

essdelay. The 
on
lusions whi
h follow from this investigation are summarized in Se
tion5.2 The Identi�er Splitting AlgorithmThe Identi�er Splitting Algorithm is based on the well known tree algorithm [1℄ and wasproposed by Petras [2, 3℄. A 
ontention 
y
le (CC) 
onsists of a number of 
onse
utiveupstream frames during whi
h the 
ontention is solved for all requests present in theMSs at the beginning of the 
y
le. The system is gated, in the sense that any requestgenerated by an MS during a CC that wants to use the 
ontention 
hannel is blo
keduntil the start of the next CC.In the �rst frame of a 
y
le a single 
ontention slot is available. We refer to thisslot as level 0 of the tree. Any MS having a request ready at the start of this CCmakes use of this slot. Next the BS 
he
ks whether a su

essful transmission o

urredin this slot and informs the MS(s) that were involved in the s
heme a

ordingly inthe next downstream frame using a feedba
k �eld. Two situations are possible: (i)An MS sending its request in this slot su

eeded. In this 
ase the MS returns to thepiggyba
ked state. (ii) The transmission was not su

essful, i.e., a 
ollision o

urred.In this 
ase, the next level (level one) of the CC provides Q 
ontention slots. Basedon the �rst digit of their MAC addresses, as opposed to the 
lassi
al 
oin 
ip, the MSsthat are involved split up into Q distin
t sets. An MS belonging to the �rst set usesthe �rst slot to attempt a retransmission, the se
ond set uses the se
ond slot and soon.The pro
ess of generating Q slots in the next level for ea
h slot in whi
h a 
ollisiono

urred, is repeated level after level, ea
h time using the next digit of the Q-ary MACaddress in 
ase of a 
ollision. Thus during the i-th level of a CC, two MSs 
an only
ollide if their MAC addresses have the same i �rst digits. Therefore, provided that theaddress that uniquely identi�es an MS is n digits long, 
ollisions are always resolved atlevel n. Also noti
e that for every level the number of 
ontention slots equals Q timesthe number of 
ollisions of the previous level. Figure 2 shows an example of a CC forQ = 2 with 6 parti
ipants. In this �gure CO refers to a 
ollision, SU to a su

ess andEM to an empty slot. The MAC addresses of the su

essful MSs are added to the
orresponding slot.
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1000 0011 0110Figure 2: Demonstrating ISAA level of the tree always 
orresponds to a single frame, ex
ept when the numberof slots at level i is larger than some prede�ned value L. This parameter L de�nesthe maximum number of 
ontention slots that we allow in a single frame. Thus, if a
ertain level of the tree requires x = mL + j slots with 1 � j � L, slots then m + 1frames are required for this level.2.1 The Identi�er Splitting Algorithm Combined with PollingOne of the attra
tive features of the Identi�er Splitting Algorithm, apart from itsdynami
 nature, is that as the s
heme is being resolved, the BS obtains more and moreknowledge about the MSs that are still 
ompeting. For example, if the BS noti
esthat the tree at level i (see Figure 2) 
ontains k 
ollisions and the MAC-addressesare n digits long, then the BS 
on
ludes that the remaining 
ompeting MSs 
an onlyhave kQn�i possible addresses. This follows from the fa
t that ea
h slot at level i
orresponds to Qn�i addresses. This information 
an be used by the BS in an attemptto improve the performan
e 
hara
teristi
s. The basi
 idea here is that when the sizeof the remaining MAC address spa
e Y be
omes smaller than some prede�ned value,say Np, the proto
ol swit
hes to polling. Polling, in this 
ontext, means that one slot isprovided for ea
h address in the remaining address spa
e. In this paper Np is assumedto be smaller than or equal to L. Moreover, in [6℄ we have shown that the binary ISAproto
ol results in a smaller throughput and worse delays if Np is 
hosen bigger thanL (we did not investigate Q > 2 in [6℄).2.2 Skipping the First Few LevelsIn the previous se
tions the 
ontention period of the �rst frame of a CC 
onsisted of asingle 
ontention slot (level zero of the tree). Now we drop this 
ondition: instead ofstarting with just one 
ontention slot in the �rst frame, we provide more than one slotduring the �rst frame of a CC. The starting level is said to be Sl, with 0 � Sl � n, if the�rst frame of the CC 
ontains QSl 
ontention slots. As with Np, QSl is assumed to be



smaller than L. During the �rst frame, an MS taking part in the 
ontention 
y
le sele
tsone of the QSl slots based on the �rst Sl digits of its n-digit MAC address. Althoughit is possible to evaluate the Q-ary splitting algorithm with a dynami
 starting level(see [5℄), we do not 
onsider a dynami
 starting level Sl in this paper.3 Performan
e AnalysisLet n be the size of the MAC-addresses (in digits). The number of MSs lo
ated withinthe rea
h of the BS is assumed to be Qn, i.e., all MAC addresses are utilized.Furthermore, the aggregate traÆ
 generated by all MSs on the uplink 
ontention 
han-nel is assumed to have a Poisson distribution with a mean of � requests per frame. Asthe number of MSs is �nite and equals Qn, the number of requests generated duringa CC should never ex
eed Qn. Therefore we drop at random some of the arrivals ifthis value is ex
eeded (for x > Qn arrivals, we drop x � Qn arrivals). Noti
e thatthe fa
t that we drop these arrivals at random (instead of dropping the last x � Qnarrivals) should hardly have any in
uen
e on the numeri
al examples presented, asthe probability of having more than Qn arrivals during a CC is negligible. Randomdropping assures that the requests arrive in a uniform way during a CC. Hen
e, de�nethe random variable Ii as the number of requests generated during a CC 
onsisting ofi frames, then P [Ii = k℄ = (�i)kk! e��i for k < Qn and P [Ii = Qn℄ =Pk�Qn (�i)kk! e��i.Noti
e that we do not need to 
onsider bursty input traÆ
 sin
e we are observing thea

ess 
hannel used by an MS that wants to transmit a �rst request after a periodof silen
e. In real-life systems the following holds with respe
t to the number of MSsparti
ipating, and their addresses.� MSs that were su

essful during the last frame of a CC, will never parti
ipate inthe next CC.� Parti
ipating MSs, regardless of the frame in whi
h they were su

essful, are lesslikely to take part in the next CC as opposed to those that did not parti
ipateat all.To keep the model analyti
ally tra
table, both these remarks are ignored. Thus theaddresses of the MSs taking part in the s
heme at the beginning of a CC are uniformlydistributed over the 
omplete address spa
e and their number is distributed a

ordingto a Poission distribution, where the mean depends on the length of the previous CC.Finally, we assume that ea
h level of the CC 
orresponds with a single frame. Therefore,we 
annot use the model to study a system in whi
h the 
ontention 
hannel is highlyloaded.The following random variables will be used in the sequel of this se
tion: X
, resp.Xa, denotes the number of 
ontenders or parti
ipants in a CC for the ISA proto
olwithout resp. with polling. R
, resp. Ra, denotes the level at whi
h the CC is resolved(i.e. the number of frames needed minus one) and this again for the ISA s
hemewithout resp. with polling. C(
)i and C(a)i , denotes the number of 
ollisions at level ifor both proto
ols. These variables range from 0 to Qi. Pa denotes the level at whi
hwe poll for the ISA s
heme with polling. If the s
heme is solved without polling we letPa be equal to n + 1. Furthermore, we use the symbol Cnr to denote the number of



di�erent possible 
ombinations of r from n di�erent items. In the next two subse
tionswe demonstrate how the delay and throughput 
an be 
al
ulated if Sl = 0. The resultsfor Sl > 0 
an be obtained from those with Sl = 0. The pro
edure required to obtainthe results for a higher starting level Sl is very similar for both the binary and theQ-ary 
ase and therefore all details on this pro
edure are omitted.3.1 The Delay Analysis(A) We start by studying P [Ra � i j Xa = k℄. Two 
ases 
an be 
onsidered: �rst,the CC might be solved before level i or at level i due to polling, se
ondly, it mightbe solved at level i without a swit
h to polling. Thus we get P [Ra � i j Xa = k℄ =P [Ra � i� 1 [ Pa � i j Xa = k℄+P [Ra = i \ Pa > i j Xa = k℄. The �rst probability isdis
ussed in (A1), the se
ond in (A2).(A1) We 
al
ulate the 
omplementary probability mass. Let ui = bNp=Qn�i+1
.By de�nition of the polling me
hanism we have P [Ra � i \ Pa > i j Xa = k℄ =P [C(a)i�1 > ui j Xa = k℄. The right-hand side is found using the following relationshipP [C(a)i�1 = ui + x j Xa = k℄ = P [C(
)i�1 = ui + x j X
 = k℄ (1)for x � 1, but not ne
essarily for x � 0. This observation motivates us to studyC(
)i 
onditioned on X
 in more detail. We propose the following variation on theIn
lusion-Ex
lusion Prin
iple (where the �rst equality is easily proven by indu
tion onk): s(i; Qi; k) =Q(n�i)kCQik =CQnk ,s(i; l; k) = CQil lXl1=0Q(n�i)l1 Cll1CQn�lQn�ik�l1CQnk � Qi�lXx=1 Cl+xl s(i; l+ x; k); (2)where s(i; l; k) = P [C(
)i = Qi � l j X
 = k℄. This 
on
ludes (A1).(A2) In the binary splitting algorithm this probability is found easily by noti
ingthat ea
h 
ollision at level i� 1 involves only two MSs, otherwise it 
annot be solvedat level i. Clearly with Q-ary splitting this is no longer the 
ase. Nevertheless, westill have the following equality: P [C(a)i�1 = ui + x \ C(a)i = 0 j Xa = k℄ = P [C(
)i�1 =ui + x \ C(
)i = 0 j Xa = k℄, for x � 1. At level i we 
an subdivide the addess spa
e inQi subsets of size Qn�i based on the �rst i bits of the addresses. Ea
h of these subsetsis de�ned as a virtual slot at level i. We state that a virtual slot or subset at level i is
ollision free during a CC when there is at most one 
ontender with an address that ispart of that subset. Next, de�ne p(i; l1; k) as the probability that at level i a spe
i�
set of l1 virtual slots is 
ollision free and that at level i+1 all virtual slots are 
ollisionfree, given that we had k 
ontenders in the CC. Noti
e that the number of 
ollisions atlevel i might be smaller than Qi � l1, so other virtual slots that do not belong to thespe
i�
 set of size l1 might also be 
ollision free. Hen
e,p(i; l1; k) = 1CQnk l1Xj=0Q(n�i)jCl1j CQi+1�l1Qk�j Q(n�i�1)(k�j): (3)



Next, de�ne q(i; l1; k) as the probability that level i 
ontains l1 
ollisions and leveli+ 1 is 
ollision free. Then, we have the following relationship between p(i; l1; k) andq(i; l1; k): q(i; Qi; k) = p(i; Qi; k) andq(i; l1; k) = CQil1 p(i; l1; k)� Qi�l1Xx=1 Cl1+xl1 q(i; l1 + x; k): (4)This 
ompletes (A2).(B) Let us now demonstrate how to obtain Xa. Clearly Xa is the steady-state ve
torof the Markovian pro
ess (X(a)n )n, whereX(a)n denotes the number of 
ontenders duringthe n-th CC. Due to (A),ta(k; j) def= P [X(
)n+1 = j j X(
)n = k℄ = n+1Xt=1 (�t)je��tj! P [Ra = t� 1 j Xa = k℄; (5)for 0 � j � Qn � 1. When j = Qn we assign the remaining probability mass. Xa isthen found by solving the eigenve
tor problem. Applying the de�nition of the expe
tedvalue gives us the mean number of parti
ipants E[Xa℄ in a CC.(C) Observing the system at a random arrival instan
e On, we require the probabilitythat there are k 
ontenders in the CC that 
ontains On and that there are l 
ontendersin the next CC. We denote X(a)
ur and X(a)next as the number of parti
ipants in these twoCCs. Some straightforward reasoning shows the following relationship between X(a)next,X(a)
ur and Xa: P [X(a)next = l℄ = P [Xa = l℄l=E[Xa℄ and P [X(a)
ur = k℄ = PQnj=1 P [Xa =k℄ta(k; j)j=E[Xa℄, where ta(k; j) was de�ned in (5).(D) De�ne Fa(i; k) as the probability that a tagged request is su

essful at or beforelevel i given that we had k 
ontenders in the CC (for the ISA s
heme with polling).Next, we de�ne vi = 1 + Np=Qn�i+1. Due to (1) the event C(
)i�1 � vi 
oin
ideswith C(a)i�1 � vi, when 
onditioned on X
 resp. Xa, whi
h on its turn 
oin
ides withPa > i \ Ra � i. Therefore we haveFa(i; k) = P [Ra � i�1[Pa � i j Xa = k℄+Xs�vi P [Rt � i\C(
)i�1 = s j X
 = k℄;(6)where Rt denotes the level at whi
h our tagged request is su

essful. The �rst proba-bility was found in (A1). For the se
ond one, we de�ne t(i; s; k) as P [Rt � i\C(
)i�1 =Qi�1 � s j X
 = k℄. Then we get t(i; Qi�1; k) = Q(n�i+1)kCQi�1k =CQnk andt(i; s; k) = CQi�1s sXl1=0Q(n�i+1)l1 Csl1CQn�sQn�i+1k�l1CQnk� l1k +�1� l1k � CQn�sQn�i+1�Qn�ik�l1�1CQn�sQn�i+1�1k�l1�1 !� Qi�1�sXx=1 Cs+xs t(i; s+ x; k): (7)With these values it is straightforward to �nd the se
ond term of expression (6).



(A,B,C,D) Having done this we 
an 
al
ulate the mean delay. The delay 
an be splitinto two parts. The �rst D1 is the time until the start of the next CC and the se
ondD2 is the number of frames needed until our tagged request is su

essful. Using theexpressions in (C) and knowing that the arrivals are distributed uniformly within a CC(see se
tion 3), the expe
ted value for the �rst part E[D1℄ equalsPn+1i=1 Pk P [X(a)
ur = k℄i=(1+E[Ra j Xa = k℄) P [Ra = i� 1 j Xa = k℄ i=2. By de�nition of the expe
ted valuethe se
ond part E[D2℄ equals Pni=0Pk�1 P [X(a)next = k℄(i+ 1)(Fa(i; k)�Fa(i� 1; k)),where Fa(i; k) was de�ned in (D). As in [5℄, it is also possible to 
al
ulate the delaydensity fun
tion Da(x) (with x between 1 and 2 � (n+ 1)) as followsDa(x) = bx
Xs=1 n+1Xj=dxe�s QnXl=1 Fa(s� 1; l)�Fa(s� 2; l)j Gj(l)�� QnXk=0 j P [Ra = j � 1 j Xa = k℄1 +E[Ra j Xa = k℄ P [X(a)
ur = k℄! : (8)where Gj(l); 1 � l � Qn is a probability distribution that is equal to (�j)l�1(l�1)! e��j forl < Qn (the remaining probability mass is assigned to Gj(Qn)). In this equation, sdenotes the number of transmissions (in
luding the su

essful transmission) a taggedrequest needs and j refers to the length (in frames) of the CC in whi
h our taggedrequest is generated. Finally, l � 1 equals the number of other 
ompetitors in the CCapart from our tagged one.3.2 The Throughput AnalysisFirst, we de�ne a new set of random variables S(a)i , where S(a)i is the number of slotsrequired at level i when using the ISA s
heme with polling. By de�nition of thethroughput Ta we have thatTa = E[Xa℄PQnk=0 P [Xa = k℄ �E[Pi S(a)i j Xa = k℄ (9)Sin
e we already know the probabilities P [Xa = k℄ from the delay analysis, it issuÆ
ient to �nd E[Pi S(a)i j Xa = k℄. As the expe
ted number of slots used equals thesum of the expe
ted number of slots used at ea
h level, we 
an fo
us on E[S(a)i j Xa =k℄. Some preliminary 
al
ulations are presented in (E) (in (E), Np is equal to zero)and in (F) we 
al
ulate E[S(a)i j Xa = k℄ using the results of (E).(E) De�ne p(i; l1; l2; k) to be the probability that at level i, a spe
i�
 
olle
tion of l1virtual slots is 
ollision free and at level i+ 1, there are exa
tly l2 
ollision free virtualslots, given that we had k 
ontenders in the CC. The de�nition of a virtual slot waspresented in (A2). Noti
e that the number of 
ollisions at level i might be smallerthan Qi� l1, thus other virtual slots that do not belong to the spe
i�
 
olle
tion of sizel1 might also be 
ollision free. A reasoning based on the In
lusion-Ex
lusion Prin
iple



allows us to state the following:p(i; l1; l2; k) = 1CQnk l1Xj=0Q(n�i)jCl1j CQi+1�Ql1s �sXj0=0Q(n�i�1)j0Csj0CQn�l1Qn�i�sQn�i�1k�j�j0 � Qi+1�Ql1�sXx=1 Cs+xs p(i; l1; l2 + x; k);with s = l2 �Ql1 and with p(i; l1; l2; k) = 0 for l2 < Ql1. Next, we de�ne s(i; l1; l2; k)as the probability of having exa
tly l1 
ollision free virtual slots at level i and ex-a
tly l2 
ollisions free virtual slots at level i + 1, given that we had k 
ontendersin the CC. We have the following relationship between p(i; l1; l2; k) and s(i; l1; l2; k):s(i; Qi; l2; k) =p(i; Qi; l2; k) ands(i; l1; l2; k) = CQil1 p(i; l1; l2; k)� Qi�l1Xx=1 Cl1+xl1 s(i; l1 + x; l2; k): (10)This 
on
ludes part (E).(F) Sin
e the expe
ted number of slots at level 0 and 1 are straightforward to obtain,we 
an fo
us on E[S(a)i j Xa = k℄ for i � 2. We distinguish between the following threeevents E(i)1 ; E(i)2 and E(i)3 : E(i)1 : the CC is resolved within the �rst i� 2 levels (with orwithout polling) or polling takes pla
e at level i� 1. E(i)2 : the CC is resolved (withoutpolling) at level i � 1 or polling takes pla
e at level i. E(i)3 : the CC is not resolvedwithin the �rst i� 1 levels and polling does not o

ur at level i.Thus, E[S(a)i ℄ = P (E(i)1 )E[S(a)i j E(i)1 ℄ +P (E(i)2 )E[S(a)i j E(i)2 ℄ +P (E(i)3 )E[S(a)i jE(i)3 ℄. Provided that the �rst event E(i)1 o

urs, the expe
ted number of slots S(a)i atlevel i equals zero. As for the other two, we 
an rewrite the previously mentionedevents as: E(i)1 = C(
)i�2 < vi�1, E(i)2 = Ci�2 � vi�1 \ Ci�1 < vi and E(i)3 = Ci�2 �vi�1 \ Ci�1 � vi (vi was de�ned in (D)). Moreover,P (E(i)2 j X = k)E[S(a)i j X = k \E(i)2 ℄ =Xl1�vi�1 Xl2<vi s(i� 2; Qi�2 � l1; Qi�1 � l2; k) Qn�i+1 l2;and �nally P (E(i)3 j X = k)E[S(a)i j X = k \ E(i)3 ℄ = Pl1�vi�1Pl2�vi s(i � 2; Qi�2 �l1; Qi�1 � l2; k) Q l2, where s(i; l1; l2; k) was found in (E).4 Numeri
al ResultsIn this se
tion, we investigate the in
uen
e of the the splitting fa
tor Q and its inter-a
tion with the arrival rate �, the trigger value Np and to some extend the startinglevel Sl. The system parameters are set as follows. The splitting fa
tor Q equals 2; 3or 4, we refer to these three 
ases as the binary, ternary and quaternary s
heme. Thenumber of digits n depends upon the value of Q. In the binary 
ase n equals 8, in the
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t of Q and Np onthe delay density fun
tionternary 
ase n equals 5 and �nally in the quaternary 
ase n equals 4. Thus for thebinary and quaternary s
heme we are able to support 256 MSs, in the ternary 
ase we
an have at most 243 MSs. This small di�eren
e in the size of the address spa
e shouldhardly have any e�e
t on the results be
ause on average the number of parti
ipatingMSs in a CC is always mu
h smaller than Qn.4.1 The In
uen
e of the Splitting Fa
tor and the Polling Threshold on theSystem Performan
eIn Figures 3 and 4, the in
uen
e of Q on the mean delay and the delay density fun
tionis shown for Np = 0 and Np = 20. First, a larger splitting fa
tor Q results in a smallerdelay (mean and quantiles). Also, the delay di�ers mu
h more when we 
omparethe binary and ternary s
heme as opposed to the ternary and quaternary s
heme. Ingeneral, a larger value for Q results in a smaller delay. Also, the delay improvementthat we get from in
reasing Q by one de
reases as Q grows. Indeed, in
reasing Q byone results in 1=Q times as many slots to resolve a 
ollision.Se
ondly, Figures 3 and 4 show that the in
uen
e of the polling threshold Npde
reases as the splitting fa
tor Q in
reases (mean and quantiles), thus the pollingfeature is the most attra
tive for the binary ISA proto
ol. A general remark on Np isthat di�erent values of Np only result in a di�erent behavior when there is at least onemultiple of Q2 in between.Figures 5 and 6 demonstrate the in
uen
e of Q on the throughput results forNp = 0and Np = 20. For Np = 0, the highest throughput is obtained with the ternary s
hemeex
ept for very low load 
onditions where the binary s
heme is slightly superior. ForNp = 20, we also get the best results for the ternary s
heme, in this 
ase the binarys
heme no longer dominates the quaternary s
heme for � around one. Taking both thedelay and throughput into a

ount, we may 
on
lude that it is better to use a ternarys
heme as opposed to a binary one. The 
hoi
e between the ternary and the quaternaryis a tradeo� between the delay and throughput. It has to be mentioned that there doexist some values for Np for whi
h the binary s
heme has better throughput results
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t of Q on thethroughput results for Np = 20than the ternary, e.g., for 27 = 33 � Np < 32 = 25.4.2 The Intera
tion between the Splitting Fa
tor and the Starting LevelWe only show results for Sl = 0 and Sl = 1, although the analyti
al model imposesno restraints on the value of the starting level Sl (expe
t that QSl is bounded by L).Figures 7 and 8 show the in
uen
e of the starting level Sl and its intera
tion withQ for Np = 0. First, the absolute delay improvement that we obtain for Sl = 1is very similar in all three 
ases (binary, ternary and quaternary). In general, theabsolute delay improvement that we obtain from a higher starting level is independentof the splitting fa
tor Q. As for the throughput, we always get a slight improvementwhen we in
rease the starting level to one, ex
ept under low load 
onditions. Also,the throughput losses su�ered under low load 
onditions be
ome more severe as Qin
reases. Therefore, if we want to 
ombine a higher starting level (Sl � 1) with ahigher splitting fa
tor Q, we suggest that it is best to make the startinglevel Sl dynami
 between Smin and Smax, with Smin = 0 or 1 (see [5℄ for the details:in [5℄ the pro
edure is given for the binary s
heme but it also holds for Q-ary s
hemes).5 Con
lusionsIn this paper we have generalized a prior performan
e analysis [5℄ of the binary Identi�erSplitting Algorithm (ISA) with polling to the Q-ary 
ase. From the numeri
al examplespresented the following 
on
lusions with respe
t to Q 
an be drawn.First, better delay 
hara
teristi
s 
an be obtained (both mean and quantiles) bysele
ting a higher splitting fa
tor Q. The best throughput results are obtained usingthe ternary s
heme (with the ex
eption of some exoti
 
ases). Also, looking from thethroughput perspe
tive it is hard to predi
t whether the binary or quaternary s
hemeperforms best. Taking both the throughput and delay into a

ount, we may 
on
ludethat the ternary s
heme outperforms the binary s
heme, while the 
hoi
e between theternary and quaternary is a tradeo� between the delay and throughput 
hara
teristi
s.
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t of Sl and Q on thethroughput resultsSe
ondly, the introdu
tion of the polling feature is the most e�e
tive in redu
ingthe delay in the binary s
heme (the higher Q the less e�e
tive).Finally, a higher starting level results in lower delays but under low load 
onditionsa high pri
e is paid in terms of the throughput (the higher Q the more severe thethroughput losses). As with the binary s
heme, this loss of throughput under low load
onditions 
an be 
ombated by making the starting level dynami
 (this is out of thes
ope of this paper).Referen
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