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PERFORMANCE ANALYSIS OF A MAC PROTOCOL FORBROADBAND WIRELESS ATM NETWORKS WITHQUALITY OF SERVICE PROVISIONINGB. VAN HOUDT, C. BLONDIAUniversity of AntwerpDepartment of Mathematis and Computer SienePerformane Analysis of Teleommuniation Systems Researh GroupUniversiteitsplein, 1, B-2610 Antwerp - Belgiumfvanhoudt,blondiag�uia.ua.a.beO. CASALS, J. GARC�IAPolytehni University of CatalunyaComputer Arhiteture DepartmentC/ Jordi Girona, 1-3, E-08034 Barelona - Spainfolga,jorgeg�a.up.esReeived 3-7-2000Revised 2-5-2001This paper presents a Medium Aess Control (MAC) protool for broadband wirelessLANs based on the ATM transfer mode, together with the evaluation of its performanein terms of throughput and aess delay. Important harateristis of the MAC protoolare the way information between the Mobile Stations (MSs) and the Base Station (BS)is exhanged and the algorithm used to alloate the bandwidth in order to support theservie ategories. A detailed analytial evaluation, both on ell level and paket level,leads to an assessment of the eÆieny and the aess delay of the system.Keywords: Quality of Servie, Medium Aess Control, Wireless ATM1. IntrodutionThe development of powerful high performane portable omputers and other mo-bile devies suh as palmtops, have motivated the inreasing interest in wirelessommuniation systems, in partiular for LANs (e.g., in an oÆe environment).This evolution has to be ombined with the trend towards high apaity, servieintegration and Quality of Servie (QoS) provisioning, urrently supported in �xednetworks by the Asynhronous Transfer Mode (ATM). A seamless onnetion be-tween these wireless LANs and the �xed network requires the de�nition of an ATMbased transport arhiteture for an integrated servies wireless network.



In a wireless network, the broadast nature of the radio hannel requires theintrodution of a Medium Aess Control (MAC) layer, in order to oordinate theaess to the shared radio hannel. A MAC protool should not only avoid ollisionsand distribute the available bandwidth in an eÆient way, but it is also a keyomponent in the support of QoS provisioning.Consider a ellular network with a entralized arhiteture, i.e., the area overedby the wireless ATM network is subdivided into a set of geographially distint ellseah with a diameter of approximately 100m (slight overlaps are allowed to failitatethe handovers from one ell to a neighboring ell). Eah ell ontains a base station(BS) serving a �nite set of mobile stations (MSs). This BS is onneted to an ATMswith, whih supports mobility, realizing seamless aess to the wired network (seeFigure 1). Two logially distint ommuniation hannels (uplink and downlink) areused to support the information exhange between the BS and the MSs. ATM ellsarriving at the BS are broadasted downlink, while upstream ATM ells must sharethe radio medium. The BS ontrols the aess to the shared radio hannel (uplink)(i.e., the MAC has a entralized ontrol arhiteture). The aess tehnique isTime Division Multiple Aess (TDMA) ombined with Frequeny Division Duplex(FDD) to separate the uplink and downlink hannels.
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WN (Wired Network)Figure 1: Referene on�guration of the systemThe MAC protool disussed in this paper was �rst introdued in 12. Partialperformane evaluations have been onduted in 14;15, where we foused on the delayand throughput of the ontention hannel|that is, we studied the performane ofthe ISAP ontention resolution algorithm desribed in Setion 3.2. In this paperwe onsider traÆ generated by higher layers in the MS and propose an analytial



model to ompute the paket aess delay aused by the proposed MAC protool.We investigate the inuene of the traÆ harateristis on the eÆieny and onthe delay of upstream pakets.Setions 2 and 3 introdue the MAC protool together with the Identi�er Split-ting Algorithm with Polling (ISAP). Setion 4 shortly disusses the support of ABRongestion ontrol. A short summary of the results obtained in 14;15 is presented inSetion 5. Next, Setion 6|the main ontribution of the paper|proposes a queue-ing model to derive a number of performane measures. In partiular, the modelis used to illustrate the inuene of the statistial parameters of the paket arrivalproess on the eÆieny and delay of the MAC protool. Conlusions are drawn inSetion 7.2. Support of ATM Servie CategoriesIn this setion we disuss how the ATM servie ategories, as de�ned by the ATMForum, may be supported. To simplify the disussion, we �rst propose a simplesystem model.2.1. A Model for the Wireless ATM Aess NetworkThe aim of the MAC protool is to alloate, in a fair and eÆient way, the uplinkbandwidth among the ative MSs suh that the QoS requirements of the varioustraÆ streams are satis�ed. From this point of view, the wireless aess system anbe onsidered as a two stage multiplexer, with distributed bu�ers (eah MS has itsown bu�er) and a two level sheduler : a sheduler in the BS and a sheduler ineah MS (see Figure 2).The sheduler in the BS is responsible for alloating the bandwidth among thevarious ative MSs. We assume that this sheduler operates at the level of mo-bile station and servie ategory (e.g., CBR, ABR,...). Hene, the BS an alloatebandwidth to all the CBR onnetions (as a group) of a ertain MS, but not to a par-tiular VC. The seletion of a partiular VC is the responsibility of the sheduler inthe MS. This sheduling mehanism in an MS may be a simple FCFS algorithm or amore omplex per-VC algorithm (suh as weighted fair queueing). When bu�ers areshared by multiple VCs, a bu�er management mehanism may ontrol the bu�eroupanies of individual VCs by dropping ells seletively. These per-VC bu�ermanagement shemes are very important to support the GFR and UBR servieategory.In the next subsetion we derive the requirements on the BS sheduler, the MSsheduler and the MS bu�er management sheme to support the various servieategories.2.2. ATM Servie Categories and their RequirementsWe onsider three lasses of ATM servie ategories. The �rst lass ontains the



MOBILE 

MOBILE

MS
Scheduler

MS
Scheduler

BS
Scheduler

Buffer

Buffer

Buffer

Buffer

Buffer

Buffer

STATION 1

STATION M

BASE STATION

Figure 2: The WATM Aess Network Modelservies with real-time onstraints, known as CBR and rt-VBR. They are also re-ferred to as stream traÆ. A seond lass deals with traÆ that is able to adapt itsrate to the available bandwidth. It is often referred to as elasti traÆ, and ontainsthe ABR and GFR servie ategories. Finally, the best e�ort traÆ lass overs theUBR servie ategory. In what follows we disuss eah servie ategory in somemore detail and derive the requirements the proposed MAC protool has to ful�llin order to support these ategories.2.2.1. CBR and rt-VBR TraÆFor CBR and rt-VBR traÆ, the network provides �rm guarantees with respet tothe ell loss, the ell delay and in ase of CBR, the ell delay variation. It is wellknown that when multiplexing a number of CBR and/or VBR soures, a simpleFCFS sheduling disipline satis�es the loss and delay requirements, provided thatan appropriate CAC algorithm is used. This leads to the following guidelines forour MAC protool.(i) Sheduling in the BS : The bandwidth for CBR and rt-VBR traÆ is alloatedin the BS among the various MSs aording to a simple FCFS disipline.(ii) Sheduling in the MS: The above-mentioned priniple also applies within anMS where we propose two queues: one for the VCs arrying CBR traÆ andone for the VCs arrying rt-VBR traÆ. Within eah queue a simple FCFSsheduling mehanism is used.(iii) Bu�er Management in the MS: These servie ategories experiene virtuallyno loss, and therefore a simple tail drop bu�er management mehanism issuÆient.



2.2.2. ABR TraÆABR uses a rate-based end-to-end losed loop ontrol mehanism whih aims atdividing the available bandwidth fairly and eÆiently among the ative users. Theallowed ell rate (ACR) is sent to the soure as feedbak using resoure management(RM) ells. The ACR varies between a minimum ell rate (MCR) and a peak ellrate (PCR). For a soure emitting ells onform to the ACR, the network guaranteesthe MCR and a low ell loss probability. We assume that the wireless ATM aesssystem, as a network omponent with a multiplexing funtion, implements an ABRtraÆ management sheme (see Setion 4). Suh a sheme ensures that the availableuplink bandwidth is distributed fairly between all ABR VCs.(i) Sheduling in the BS: The bandwidth alloation between CBR/rt-VBR traf-� and ABR traÆ is based on a simple priority mehanism: bandwidth isalloated to the ABR servie lass when there is no bandwidth needed forCBR/rt-VBR traÆ. The CAC algorithm is responsible for the guaranteeof the minimum ell rate of the ABR traÆ (i.e., no MCR guarantee is pro-vided on a ell time sale). Sine the aess network implements an ABRtraÆ management sheme, the bandwidth available for ABR traÆ an bealloated between the ompeting MSs aording to a simple FCFS shedulingstrategy.(ii) Sheduling in the MS: For the same reason as in the BS, the MS alloatesthe bandwidth between the ABR VCs on a FCFS basis. This means that noper-VC queueing is required.(iii) Bu�er Management in the MS: Sine for the ABR servie ategory virtuallyno loss ours, a simple tail drop bu�er management mehanism is suÆient.2.2.3. GFR TraÆThe GFR servie provides minimum rate guarantees to ATM VCs at the frame(i.e., AAL5) level. Contrary to ABR, GFR does not provide any feedbak to thesoures. These soures are supposed to be responsive to ongestion by adaptingtheir transmission rate using a higher layer networking protool like TCP. TraÆsent in exess of the guaranteed minimum rate should reeive a fair share of theunused bandwidth.(i) Sheduling in the BS: GFR traÆ reeives bandwidth after CBR/rt-VBR andABR traÆ has been served. In 7, Goyal et al. show that when an appropriatebu�er management sheme is used, a FIFO bu�er shared by several GFR VCsis suÆient to provide the guaranteed rate. Therefore, the bandwidth availablefor GFR traÆ an be alloated between the ompeting MSs aording to asimple FCFS sheduling strategy.



(ii) Sheduling in the MS: For the same reason as in the BS, the MS alloates thebandwidth between the VCs on a FCFS basis. This means that no per-VCqueueing is required.(iii) Bu�er Management in the MS: In order to guarantee a per-VC minimumrate, the di�erential fair bu�er alloation (DFBA) strategy, desribed in 7, isproposed as the bu�er management sheme to be utilized in the MS. DFBAis designed to alloate bu�er apaity fairly amongst ompeting VCs, whileutilizing the network eÆiently.2.2.4. UBR TraÆUBR is the best e�ort ATM servie lass. It utilizes the remaining bandwidthwithout o�ering any guarantees. This means that sheduling in both the BS andMS is ahieved using a FCFS strategy. Eah MS may implement an intelligentell drop mehanism suh as early paket disard (EPD), in order to improve thegoodput. If a ertain level of fairness has to be ahieved, a fair bu�er alloationdrop poliy (see 6) may be implemented as bu�er management sheme.2.3. Sheduling Strategies and Bu�er Management Shemes: SummaryBased on the above disussion, we propose the following sheduling strategies andbu�er management shemes to provide support to the various servie ategories.(i) Sheduling in the BS: The BS sheduler operates at the level of MSs and ATMservie ategories|that is, it does not distinguish di�erent VCs belonging tothe same MS and the same ATM servie ategory. Among servie ategories,the bandwidth is alloated aording to a non-preemptive priority system,where CBR/rt-VBR traÆ has the highest priority, followed by ABR, GFRand �nally UBR. Within a servie ategory, the bandwidth is alloated amongthe ative MSs using a FCFS strategy.(ii) Sheduling in the MS: The MS sheduler is responsible for distributing thebandwidth alloated to eah servie ategory among the VCs arrying traÆof that servie ategory. We propose, in eah MS, �ve FIFO queues, one foreah ATM servie ategory. Hene, no per-VC queueing is required.(iii) Bu�er Management in the MS: The �ve queues in eah MS utilize the followingbu�er management shemes. For the CBR, rt-VBR and ABR FIFO queue,a simple tail drop sheme is needed. GFR requires per-VC aounting toimplement a seletive ell drop mehanism suh as Di�erential Fair Bu�erAlloation. Finally for UBR, the Early Paket Disard mehanism is proposed.



3. The MAC ProtoolIn this setion we give a detailed desription of the proposed MAC protool. First,we disuss how the information regarding the requested and alloated bandwidthis exhanged between an MS and the BS, together with the uplink and downlinkframe struture. Next, we desribe, based on the disussion in the previous setion,the bandwidth alloation algorithm.3.1. Information Exhange Between MS and BS Regarding Bandwidth Alloa-tionIn this setion we desribe the mehanisms used to exhange information regardingthe requested and alloated bandwidth between an MS and the BS. Assuming aMAC protool with a entralized ontroller loated in the BS, eah MS must beable to inform the BS about its bandwidth needs and the BS should be able toinform the MSs about the reeived bandwidth. This information exhange is basedon a request/permit mehanism.3.1.1. PermitsAn MS is allowed to use the uplink hannel, that is, to send an ATM ell, wheneverit reeives a permit from the BS. A permit has a length of 3 bytes and ontains thefollowing information:(i) the address of the permit's destination MS (1 byte)(ii) the servie ategory of the onnetion reeiving the permit: CBR, rt-VBR,ABR, GFR or UBR (3 bits)(iii) an indiation of the instant the MS an send an upstream ell (i.e., the sequenenumber of the slot in the next upstream frame that may be used to send theupstream ell) (13 bits)3.1.2. RequestsThe MS delares its bandwidth needs to the BS by means of requests. There aredi�erent ways for an MS to send requests to the BS, depending on the ATM servieategory that requests bandwidth. A request onsists of 8 bytes and ontains thefollowing information:(i) the address of the MS that is issuing the request (1 byte)(ii) the number of ells that are waiting in the respetive queues for eah servieategory (VBR, ABR, GFR and UBR). This �eld requires 4 times 14 bits.There are two di�erent ways to send requests:



(i) Piggybaked with upstream ells : when an MS is allowed to transmit a ell,a request is added to that upstream ell by means of piggybaking.(ii) Using the ontention resolution protool : spei� time intervals|referred toas ontention slots|are used to allow MSs, that are unable to use piggybak-ing, to transmit a request to the BS.Depending on the servie ategory, a ombination of these mehanisms is used todelare the bandwidth needs of an MS.Request Mehanism for CBR TraÆ: Due to the regular arrival instants of ellsin the MS of a CBR onnetion, and in order to redue the overhead introdued bythe request mehanism, no requests are sent for CBR traÆ. Instead, the BandwidthAlloation Algorithm (see Setion 3.4) generates permits at regular time instants.Hene, if an MS has a single CBR onnetion, these permits are generated aordingto the Peak Emission Interval agreed upon at all setup (and maintained in a tablein the BS). In ase of multiple CBR onnetions per MS, the permits are generatedaording to the sum of the Peak Emission Intervals of these CBR onnetions.Request Mehanism for rt-VBR, ABR, GFR and UBR TraÆ: Due to the vari-ability of the ell rate, we an no longer use the above-mentioned sheme. In prin-iple, a piggybaking sheme is proposed for this type of servies as this introduesa minimal overhead. This means that an MS an add a request to eah upstreamell it is allowed to send. However, this sheme fails in ase the last upstream ellleaves an empty MS transmission bu�er behind, while the onnetion is still ative(i.e., it will generate a ell in the future). In partiular the �rst ell of a new burstneeds a mehanism to inform the BS about its presene. For this we propose aombination of a ontention resolution algorithm and a polling sheme, alled theIdenti�er Splitting Algorithm ombined with Polling (ISAP) introdued in the nextsetion.3.2. The Contention Resolution Sheme for Sending RequestsThe Identi�er Splitting Algorithm (ISA) proposed by Petras in 10, is based on thewell known tree algorithm 2. A ontention yle (CC) is de�ned as a number ofonseutive upstream frames during whih the ontention is resolved for all requeststhat want to make use of this sheme at the beginning of the yle. The system isgated in the sense that requests that are generated during a CC and that intend touse the ontention resolution sheme, have to wait for partiipation until the startof the next CC.In the �rst frame of a yle, a number of ontention minislots are available (e.g.,one slot onsist of 4 minislots; see Setion 3.3, Frame Struture) whih an be usedfor ontention resolution (we state that we start at level 2 of the tree beuase we have22 minislots available). An MS selets a minislot aording to its MAC address|that is, the �rst two bits of its MAC address determine whih of the 4 minislot it willuse|and transmits a request in this minislot. The BS heks whih transmissions



have been suessful and informs the MSs that were involved in the sheme in thenext downstream frame using a feedbak �eld (see Setion 3.3, Frame Struture).Two situations are possible:(i) An MS sending in minislot k, 1 � k � 4, was suessful (i.e., no ollisionsourred). In this ase the MS will eventually be granted a permit by the BS.(ii) An MS sending in minislot k, 1 � k � 4, was not suessful, i.e., a ollisionwith one or more MSs ourred. If there where l minislots 0 � l � 4, holdinga ollision, then the next level (level 3) of the CC provides 2� l minislots forontention resolution and the involved MSs apply the same sheme again, eahtime using the next bit of the MAC address to deide whih minislot (of thetwo minislots used to resolve the ollision) is used.This proess of generating two minislots in the i+1-th level for eah minislot of leveli in whih a ollision ourred, is repeated level after level, eah time using the nextbit of the MAC address in ase of a ollision. Thus, during the i-th level of a CC, twoMSs an only ollide if their MAC addresses have the same i �rst bits. Therefore,provided that the address that uniquely identi�es an MS is n bits long, all ollisionsare always resolved at level n. Also, notie that for every level i the number ofminislots equals twie the number of ollisions of the previous level (level i� 1). Tolarify all this, Figure 3 shows an example of a CC with 6 partiipants. In this �gureCO refers to a ollision, SU to a suess and EM to an empty minislot. The MACaddresses of the suessful MSs are added to the orresponding slot. Notie thatthe �rst two levels (0 and 1) in Figure 3 are only there to larify the tree struture,but in the atual algorithm they do not exist (beause we start with 4 slots, that is,at level 2).In general, every level of the tree orresponds to a single frame, exept when thenumber of minislots at some level i is larger than some prede�ned value L. Thisparameter L de�nes the maximum number of minislots that we allow in a singleframe. Thus, if a ertain level of the tree requires x = mL + j minislots, with1 � j � L, then m+ 1 frames are required to support this level.One of the advantages of ISA is that as the sheme is being resolved, the BSobtains more and more knowledge about the address spae of the MSs that are stillompeting. For example, if the BS noties that the tree at level i (reall that the topof the tree ontaining 4 minislots is referred to as level 2) ontains k ollisions and theMAC-addresses are n bits long, then the BS onludes that the remaining ompetingMSs an only have k2n�i possible addresses. This follows from the fat that eahslot at level i orresponds to 2n�i addresses. This knowledge an be used by theBS in order to improve the performane of the ISA sheme as follows. When thesize of the remaining MAC-address spae Rp beomes smaller than some prede�nedvalue, say Np, the ontention resolution algorithm is no longer applied. Instead Rpminislots are used to poll the MSs that were still ompeting (it is possible that anumber of frames are required to do so, this depends on the relationship between
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Figure 4: The Frame Struturestruture. Both frames have the same �xed length.3.3.1. Uplink Frame StrutureThe uplink frame onsists of two slot types (U1 and U2), eah having a length of106 bytes. The total number of slots in an uplink frame is set to 80, resulting in aonstant frame length of 8480 bytesU1 slot: This slot is used to transmit an uplink ATM ell (53 bytes), togetherwith a piggybaked request (8 bytes). A physial layer overhead of 45 bytes is usedfor error detetion (FEC), a save guard time and suÆient training sequenes. Thisresults in a total length of 106 bytes.U2 slot: A U2 slot is used to allow bursty VBR, ABR, GFR or UBR onne-tions to transmit requests to the BS (see Setions 3.1.2 and 3.2). Eah U2 slot issubdivided into 4 minislots and has the same length as a U1 slot. A minislot isused by one or more stations during a ontention yle (CC) to transmit a request.However, the requests transmitted within a minislot are further redued in size andonsist of the address of the MS using the minislot (1 byte), an indiation of theATM servie ategory the permit is needed for (VBR, ABR, GFR or UBR: 2 bits)and 8 bits to indiate the queue length of this ategory in the MS. Hene, 194 bitsremain to implement a safe guard time, some training sequenes and some form oferror ontrol (FEC). This results in a total length of 106 bytes. We limit the numberof U2 slots to 8, leading to a maximum of 32 minislots per frame (i.e., the parameterL de�ned in Setion 3.2 equals 32).



3.3.2. Downlink Frame StrutureThe downlink frame onsists of �ve slot types. The D1 slots ontain the downstreamATM ells, while the other four slot types are used for ontrol and feedbak infor-mation. These slots are grouped together and will be treated together with respetto training sequene and error orretion.D1 slot: This slot ontains a downstream ATM ell (53 bytes), aompanied bythe neessary physial layer overhead (training sequenes, error detetion: 35 bytes),resulting in a total of 88 bytes. Eah downlink frame ontains 80 D1 slots.D2 slot: This slot is sent before the �rst D1 slot in a downlink frame and it isused to speify the destination addresses of MSs that are about to reeive an ATMell from the BS (in a D1 slot). Using a D2 slot avoids the need for eah ativeMS to listen to the medium ontinuously in order to detet whih of the D1 slots isdestined for them. This leads to an important power onsumption redution. Thisslot has a length of 80 bytes, one for eah referene to a D1 slot.D3 slot: This slot is used to inform an MS of the permission to transmit a ell inthe next upstream frame. Thus, it ontains a variable number of permits, between(80 - 1) and (80 - 8) (80 being the total number of slots in an upstream link, whereas1 and 8 are the lower and upper bounds for the number of U2 slots in an uplinkframe). Eah permit requires 3 bytes; hene, the length of a D3 slots requires atmost 237 bytes.D4 slot: This slot informs the MS of whih of the 80 slots in the next upstreamframe are delared as U2 slots, i.e., an be used for ontention resolution. Sine allU2 slots are positioned bak-to-bak, it suÆes to speify an o�set and the numberof U2 slots. The o�set an be spei�ed by means of 13 bits, whereas the number ofslots used for ontention an be oded in 3 bits. This results in a total of 2 bytesfor a D4 slot.D5 slot: This slot ontains the feedbak information for the MSs that transmittedin a minislot in the previous uplink frame. For eah minislot in the previous uplinkframe, a nine bit feedbak �eld is provided: the �rst bit indiates whether thetransmission was suessful or not and if so, the next eight bits repeat the MACaddress of the suessful MS. This is done for reasons of robustness and to avoidapture e�ets. As the maximum number of minislots in a frame is at most 32, 36bytes are suÆient for a D5 slot.The ontrol and feedbak slots (D2, D3, D4, D5) together are proteted by aforward error orretion (FEC) ode. Moreover, they ontain training sequenes aswell. A part of the remaining 1085 bytes is used for this purpose, the rest is used forsignaling hannels (synhronization, paging and others). The total downlink framelength is then 8480 bytes, whih is exatly the same as the uplink frame length.Choosing equal lengths solves a number of synhronization problems, in partiularwith respet to the provided feedbak (D5) and permit information (D3).



3.4. The Bandwidth Alloation AlgorithmThe bandwidth alloation algorithm has to distribute permits among the ative on-netions based on the servie lass the onnetion belongs to, the individual ontratparameters of the onnetion and the urrent state of the di�erent queues in theMSs (i.e., the bandwidth requirements of the MSs for eah servie ategory). In thefollowing setions we desribe how the permit distribution algorithm operates (alsosee 3;4 for related work on bandwidth alloation algorithms in an APON system).The BS is provided with four permit FIFO queues: the CBR/VBR Permit FIFO,the ABR Permit FIFO, the GFR Permit FIFO and the UBR Permit FIFO queue. Inaddition, for eah ative MS, the BS maintains the following ounters, the operationof whih is explained in what follows: a CBR Permit Generation Counter (CBR-PGC) and for eah of the servie ategories (rt-VBR, ABR, GFR and UBR) aRequest Counter and a Countdown Counter.3.4.1. The Permit Generation ProessWe denote the net ATM apaity of the shared medium by C ells/se.� CBR Connetions: Assume that for an ative Mobile Station, referred to asMSi, the sum of the peak ell rates of its ative CBR onnetions is pi ells/se.The CBR Permit Generation Counter of that MS, CBR-PGCi, is initially setto the value C=pi and is ounted down at eah slot. Whenever the CBR-PGCiounter reahes a value less than or equal to zero, a permit is generated andput in the CBR/VBR Permit FIFO queue, and the CBR-PGCi ounter isinreased by its initial value and starts ounting down again.� rt-VBR, ABR, GFR and UBR Connetions: We desribe the mehanism forthe rt-VBR traÆ only, the other ases operate in a similar way. Assume thatfor an ative Mobile Station MSi the sum of the peak ell rates of its ativert-VBR onnetions is pi ells/se. Requests that are reeived by the BS arestored in the rt-VBR Request Counter, namely, whenever a request arrivesthe BS updates the Request Counter aordingly. The rt-VBR CountdownCounter is initially set to the value min(C=pi; Pm) (with Pm a prede�nedvalue) and is ounted down at eah slot. Whenever it reahes a value less thanor equal to zero, a permit is generated and put in the CBR/VBR Permit FIFOqueue, the rt-VBR Request Counter is ounted down by 1 and the rt-VBRCountdown Counter is inreased by its initial value. This proess is repeateduntil the rt-VBR Request Counter is zero. Remark that ABR, resp. GFRand UBR permits are put in the orresponding FIFO queues. The reasonfor spaing the permits of an ative MS (using the Countdown Counter) isto protet the wireless aess system against violating soures. The aim isnot to obtain a smooth traÆ ow, as this ould be ahieved more e�etivelyby a traÆ spaer loated in the network after the BS. The parameter Pm



is mainly introdued to improve the delay harateristis of slow onnetions(see Setion 6.5).3.4.2. The Permit Alloation ProessAording to the guidelines obtained in Setion 2.2, we distribute the permits byemptying the permit FIFO queues in a strit priority order: the CBR/rt-VBR FIFOqueue has highest priority, followed by the ABR, GFR and UBR FIFO queues.4. Support of ABR Congestion ControlAs disussed in Setion 2.2.2, the wireless aess system has to implement an ABRtraÆ management sheme to ensure that the available bandwidth is distributedfairly among all ABR virtual iruits. The ongestion ontrol mehanism an be aRelative Rate Marking sheme or an Expliit Rate Marking sheme. In what followswe briey show how an Expliit Rate sheme may be implemented.The BS omputes the available bandwidth regularly and distributes it fairlyamong the ative MSs. To ahieve this, the BS ounts the total number of CBRand rt-VBR requests and the number of ABR requests that arrive during a ertainperiod of time. Using these numbers, the BS may ompute an overload fator bywhih a fair bandwidth share of eah MS arrying ABR traÆ may be omputed.This fair share is then used to ompute an Expliit Rate for eah MS. Suh anExpliit Rate algorithm has been proposed for an APON system in 5. It is alsoappliable to a wireless ATM aess system.5. Performane Analysis of the ISA Sheme with Polling (ISAP)This setion investigates the impat of the parameters of the ISAP algorithm on thesystem performane, in partiular on the delay and throughput harateristis. InSetion 6 we investigate the performane of the overall MAC protool on a paketlevel.5.1. System DesriptionAn analytial model to ompute the delay distribution and the throughput whenusing the ISA algorithm ombined with polling has been developed in 14 and ispresented briey in what follows. This short disussion is inluded in this paperbeause the analytial model presented in Setion 6 makes use of these results.The Address Spae: For this analysis we assume that eah MS has, at most, oneonnetion of eah traÆ lass. We de�ne n as the size of the MAC-addresses (inbits). When an MS onnets to the BS, possibly due to a handover, a unique MACaddress is assigned in a random way similar to the proedure used to generate theow label in IPv6. For the analysis we assume that there are 2n MSs within theobserved ell (i.e., all MAC addresses are being used).



The Input TraÆ: We assume that the aggregated traÆ generated by all the MSsfollows a Poisson distribution with a mean of � requests per frame. As the number ofMSs is �nite and equals 2n, the probability mass lying beyond the value of 2n is addedto that of 2n to make the distribution �nite. In reality there exists a dependenybetween the addresses that ompete during onseutive ollision resolution yles(CCs), nevertheless, we assume that this is not the ase. Thus, the addresses of theMSs taking part in the sheme at the beginning of a ollision resolution yle areuniformly distributed over the omplete address spae.The Number of Slots: To make the model more tratable, we assume that a framean alloate enough U2 slots to support a full level of the tree. Thus, if the treeis resolved at level i we need i + 1 � Sl frames for that purpose, where Sl is thestarting level. The inuene of this assumption on the performane was addressed in15. In order to make a fair omparison between the ISA protool with and withoutpolling we assume that polling requires at most one frame. The size of the remainingaddress spae that triggers the polling mehanism is denoted by Np. At eah leveli, the BS ounts the number of ollisions NC at level i and depending on the resultof this ounting proess it deides whether a swith to polling ours.
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Figure 6: The impat Of Polling on thethroughput5.2. Numerial ResultsIn this setion we study the impat of the o�ered traÆ load �, the trigger valueNp, the starting level Sl and related values Bl and Bm, on the mean delay, thedelay density funtion and the throughput of the ontention resolution sheme. Thesystem parameters are set as follows: the number of mobiles is 128, the arrival rate �of the generated traÆ varies between 0:1 and 6 per frame, the three values studiedfor Np are 0, 20 and 40, the starting level Sl varies from level 2 to 4, orrespondingto 4 to 16 minislots (or 1 to 4 slots) and when studying a system with a dynamistarting level, Bl and Bm are set to 1 and 4 respetively. The boundary values are



Smin = 2 and Smax = 4.5.2.1. The Inuene of the Polling ThresholdFigures 5 and 6 show the inuene of the polling feature of the ISA protool onthe mean delay and the throughput. As expeted we observe a tradeo� betweenthe delay and throughput harateristis: the sooner the ISA protool swithes topolling, the shorter the mean delay, but the lower the throughput. This tradeo�depends upon the value of Np.5.2.2. The Inuene of Skipping LevelsFigures 7 and 8 illustrate the impat of Sl on the average delay and the throughput.From these results, we may onlude that a higher starting level has a positiveimpat on the delay espeially for larger values of �. Unfortunately, a high prie ispaid for this in terms of throughput if � is small. Figures 7 and 8 show (for Np = 20)that the dynami sheme as proposed at the end of Setion 3.2 solves this problem.
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 = 20Figure 8: The inuene on the through-put for Np = 0, 20 and 40.6. Paket Level Performane CharateristisThis analytial model for evaluating the paket level performane was presented in13. The desription given below does not inorporate the parameter Pm de�ned inSetion 3.4.1. It is however straightforward to generalize this desription suh thatthe parameter Pm is taken into aount.6.1. System DesriptionPakets o�ered by higher layer protool are segmented at the AAL layer into a num-ber of ATM ells. In general this type of traÆ is very well suited for a piggybakingsheme, beause a single request suÆes to notify the BS of the presene of all the



ATM ells belonging to a paket. Clearly, there are two possible ways to transmitthis request. First, if the paket was generated before the last ATM ell(s) of theprevious paket(s) is (are) transmitted, piggybaking is used to deliver the requestto the BS. Otherwise, the request has to be delivered to the BS using the ontentionhannel, for whih the ISA protool ombined with polling is employed. Moreover,the following assumptions are made:� The real time permit queue, ontaining the CBR and rt-VBR permits, annotbe ongested. This is easily guaranteed by making sure that the sum of thepeak ell rates of all the real time onnetions is less than the link rate. Con-gestion is allowed in all permit queues other than the CBR/rt-VBR permitqueue.� In the protool de�nition the frame length is �xed, while the number of U1(U2) slots in suh a frame is variable and determined by the ISA protool. Forthe analysis, we assume that the number of U1 slots is �xed to F , while thenumber of U2 slots is still determined by ISA, resulting in a slightly varyingframe length. As frames ontain mostly U1 slots (the number of U1 slots isbetween 72 and 80), this assumption should hardly have any inuene on theresults. Moreover, the U1 slots in a frame are numbered from 0 to F � 1.� We assume that bit errors aused by the wireless medium an be �xed by thereeiving node by means of the forward error orretion ode (FEC).The system desribed above is modeled using a single server disrete time queue.The queue is fed by �xed length pakets, although it is easy to inorporate any typeof distribution for the paket lengths. A ounter is assoiated to the servie proess.This ounter is inremented by one every time unit and is reset at zero when itreahes a value of F . Clearly, it keeps trak of the number of a U1 slot in a frame.Furthermore, the disrete time proess that governs the paket arrivals has adi�erent time sale from the servie proess. One time unit for the arrival proessorresponds to Q time units for the servie proess, withQ a divisor of F . Therefore,paket arrivals an only our if the value of the ounter assoiated to the servieproess is divisible by Q. Ideally Q equals one, meaning that arrivals an our atany time instane. The reason for hoosing Q > 1 is explained in Setion 6.4.Finally, the servie time of a single paket depends upon: the paket length L,the PCR of the rt-VBR onnetion, the delay distribution W of the ontentionhannel, the remaining servie time of the preeding pakets and the value of theounter assoiated to the servie proess. The �rst three values are idential for allpakets.For the system to be analytially tratable, the pakets generated at the MSmust be suÆiently large suh that the time in-between the generation of the �rstand last permit destined for a paket of length L, that is, L�1PCR aording to Setion3.4.1, is at least one frame time.



6.2. The Paket Arrival ProessThe arrival proess in an MS is a disrete-time Markov proess belonging to the lassof D-MAPs 1 and is similar to the Markov Modulated Bernoulli Proess (MMBP).An m-state arrival proess that belongs to this lass is haraterized by a ratevetor (�1; : : : ; �m), that ontains the mean arrival rate assoiated with eah of them states, and anm�m transition matrixD that governs the transition probabilitiesbetween the m states. The matrix D an be written as the sum of two matries D0and D1:� (D0)i;j equals the probability that no arrival ours and a transition from statei to state j takes plae.� (D1)i;j equals the probability that an arrival does our and a transition fromstate i to j takes plae.As opposed to the MMBPs, transitions between states are only allowed at arrivaltimes. Therefore, D0 is a diagonal matrix diag(1��1; : : : ; 1��m). Next, we denote(D̂1)i;j as the probability that a transition ours from state i to j provided thatan arrival ours. Thus, we have (D̂1)i;j = (D1)i;j=�i: Finally, the m�m matriesA(n)i ontain the probabilities of having i arrivals during n time units of the arrivalproess. Beause D0 is a diagonal matrix, it is easy to �nd the distribution for I,the interarrival time: P [I = k℄ = ~�10B� (1� �1)k�1�1...(1� �m)k�1�m 1CA ; (6.2)where ~�1 is the left stohasti steady state vetor of D̂1. What makes this ar-rival proess interesting is that we an hange the orrelation between onseutiveinterarrival periods in a systemati way without hanging the distribution I. Byde�nition this orrelation equalsorr = E[InIn+1℄�E[In℄E[In+1℄pV AR[In℄pV AR[In+1℄ ; (6.3)where In is the interarrival time between paket n and n+ 1. The mean value � =E[In℄ = E[In+1℄ and the variation �2 = V AR[In℄ = V AR[In+1℄ an be omputedfrom the matries D0 and D1.E[InIn+1℄ is found using the partial derivatives of the joint generating funtionf(z1; z2) =PiPj P [In = i \ In+1 = j℄zi1zj2. Hene,E[InIn+1℄ = ~�1 diag(1=�21 ; : : : ; 1=�2m) D1 0B� 1=�1...1=�m 1CA :



To obtain this result the identity Pi�1 i(D0)i�1 = diag(1=�21 ; : : : ; 1=�2m) was used.We now demonstrate how the orrelation an be hanged in a systemati waywithout hanging the distribution I. We de�ne an in�nite set of arrival proessesA(r); r � 1 with the same rate vetor (�1; : : : ; �m). The matries D0, D1 and D̂1orresponding to the proess A(r) are denoted by D0;r, D1;r and D̂1;r. For all theproesses A(r); r > 1, the matrix D0;r is the same diagonal matrix. D1;r is de�nedas (D1;r)i;j = (D1;1)i;jr i 6= j(D1;r)i;i = �i �Xj 6=i(D1;r)i;j:Thus, all arrival proesses A(r), r > 1, are determined by the hoie of A(1). It iseasy to show that the interarrival distribution I(r) is the same for all the proessesA(r). On the other hand, the orrelation between suessive interarrival periodsinreases with inreasing r.The sustainable ell rate SCR and the peak ell rate PCR of a onnetion thatorresponds to an arrival proess haraterized by the matries D0 and D1, arehosen as follows: SCR = L=(�Q), PCR = L=Qmaxi �i, where L equals the paketlength and � is the mean paket interarrival time. Notie, both the PCR and theSCR are expressed in time units of the servie proess.6.3. The Servie TimeThe analysis is performed on a paket level, therefore we are only interested in theservie time of pakets and not in the servie time of individual ATM ells.By de�nition of the traÆ sheduler in the BS, see Setion 3.4.1, the permitsfor the di�erent ATM ells belonging to the same paket are plaed in the CBR/rt-VBR permit queue aording to the PCR of the onnetion. From here on theCBR/rt-VBR permit queue is simply alled the permit queue, exept when statedotherwise. Although the permits are generated periodially by the BS, the preseneof the permit queue introdues some jitter. As a result the interdeparture times ofthe orresponding ATM ells at the MS is not exatly 1/PCR.As we observe the queue on a paket level, we are not interested in the interde-parture times of onseutive ATM ells of a paket, but only in the interdeparturetime of the �rst and the last ATM ell of a paket. Beause we assumed that thepermit queue is never ongested, we an approximate this interdeparture time bythe time between the generation of their orresponding permits; the approximationimproves as pakets beome larger.To �nd the servie time of a paket, the following two Remarks must be made:(i) Piggybaking is possible if a paket �nds a non empty transmission queueupon arrival, otherwise the MS makes use of the ontention hannel.



(ii) During frame n, the BS shedules the uplink transmissions for frame n + 1,that is, a permit for the i-th U1 slot of frame n+1 is generated during the i-thU1 slot of frame n. Therefore, one the BS is noti�ed of an ATM ell arrivalat the MS, at least a full frame length passes before the atual transmissionan our.Therefore, we distinguish three senarios:Senario 1: The paket �nds the transmission queue empty upon arrival. Piggy-baking is no longer an option and the ontention hannel is used. One the requestis suessfully transmitted, at least one frame time will elapse before the �rst ATMell, that is part of this paket, is transmitted (see Remark 2). Therefore, the servietime S1 is hosen as follows: S1 = R+W +F +(L�1)=PCR. The random variableR denotes the remaining time until the ounter of the servie proess reahes zeroagain (in order to transmit the request the MS has to wait until a new frame startsto know where the U2 slots are loated), W is the delay su�ered on the ontentionhannel (a multiple of F ), F is a �xed value that orresponds to one frame (seeRemark 2), L is the paket length and PCR is the peak ell rate of the onnetion((L � 1)=PCR is the time between the transmission of the �rst and the last ATMell part of the paket).Senario 2: The paket arrives in a non empty transmission queue, but theremaining servie time RS of the preeding paket(s) is smaller than one frametime. Due to the assumption on the paket length L, that is, L� 1=PCR is at leastone frame time (see Setion 6.1), this senario an never our if more than onepaket is baklogged at the MS. This observation is important for Setion 6.4, wherewe solve the queueing model. Taking Remark 2 into aount, all preeding ATMells, that are part of the remainder of the preeding paket, have been sheduledfor transmission by the BS. Thus, the servie time S2 of this paket depends onthe remaining servie time RS of the preeding paket and is de�ned as: S2 =F �RS +(L� 1)=PCR. Indeed, a request that informs the BS of the newly arrivedpaket is piggybaked to the next ATM ell that leaves the MS, the time until thenext ATM ell leaves the BS is onsidered as negligible. The presene of the F �RSis due to Remark 2.Senario 3: The paket arrives in a non empty transmission queue and theremaining servie time for the paket(s) in front is at least a frame time. Therefore,not all preeding ATM ells have been sheduled for transmission, otherwise theremaining servie time would be less than a frame time (beause of Remark 2).Also, due to the assumption on the paket length L, namely, L�1PCR is larger than F ,we de�ne the servie time S3 by L=PCR. Indeed, due to the assumption on thepaket length L, an MS transmits an ATM ell approximately every 1=PCR timeslot during the last frame time of the servie time of a paket. Therefore, the newlyarrived paket is able to inform the BS about its presene at least one frame timebefore the servie time of the preeding paket ends. As a result, the permit for the�rst ATM ell of the newly generated paket is generated approximately 1=PCR



time slots after the permit for the last ATM ell of the preeding paket.6.4. Solving the Queueing ModelBy observing the system at the time instants On that orrespond with the trans-mission epohs of the �rst ATM ell of paket n, we an desribe the system by thevetor (Nn; Pn; qn), where Nn denotes the number of baklogged pakets (the onebeing served is not aounted for), qn is the phase of the arrival proess (1 � qn � m)and Pn is the value of the ounter assoiated with the servie proess at time On.To further redue the state spae, Pn is rounded to the nearest multiple of Q andtherefore an be denoted as an integer value in the set f0; : : : ; F=Q�1g. Obviously,the most aurate results are obtained if Q = 1. Notie that by observing the sys-tem at these epohs On, we know that the remaining servie time of the urrentlyservied paket, that is, paket n, equals L�1PCR time units (of the servie proess).Moreover, the distane Dn between the observation points On and On+1 equalsDn = Sn+1 + [An+1 � Cn℄+;where Sn+1 is the servie time of paket n+ 1, i.e., the next paket to be servied,An+1 is the arrival instant of paket n + 1 and Cn the servie ompletion time ofthe urrently servied paket, i.e., paket n. Finally, [x℄+ denotes max(x; 0). Thus,we an make use of the expressions for S1, S2 and S3 to determine the transitionprobabilities.Assume that we are in state S = (N;P; q) with N � 1 at time On. Then,paket n + 1 has arrived before the servie ompletion time of paket n. Hene,[An+1�Cn℄+ = 0. Moreover, the remaining servie time of paket n, at time An+1,is at least (L�1)=PCR whih is assumed to be larger than F . Therefore, senario 3of Setion 6.3 applies for Sn+1, i.e., Dn = S3. Therefore, in view of the expression forS3, the transition probability P (S; S0) from state S to state S0 = (N + i� 1; P 0; q0),with i � 0, equals1[P 0 = (P + [ LPCR 1Q ℄) mod FQ ℄ (A([ LPCR 1Q ℄)i )q;q0 ;where [x℄ denotes x rounded to the nearest integer and 1[ondition℄ obtains a valueof one if ondition is true and zero otherwise. The presene of the 1=Q in thesupersript of Ai is due to the fat that the time unit of the arrival proess di�ersfrom the time unit of the servie proess.In state S = (0; P; q) all three senarios are possible, depending on the arrivaltime An+1 of the next paket (see Figure 9). We let S0 be (i; P 0; q0). In view ofthe expressions for S1, S2 and S3 and keeping in mind that L�1PCR is the remainingservie time of paket n, at time On, we obtain the following expressionP (S; S0) =



1[P 0 = (P + [ LPCR 1Q ℄) mod FQ ℄ [( L�1PCR�F ) 1Q ℄Xs=1 �Ds�10 D1A([ LPCR 1Q ℄�s)i �q;q0 +[ L�1PCR 1Q ℄Xs=[( L�1PCR�F ) 1Q ℄+1�Ds�10 D1A(F=Q)i �q;q0 1[P 0 = P + F=Q+ s mod FQ ℄ +1[P 0 = 0℄ Xs>[ L�1PCR 1Q ℄ Ds�10 D1Xx P [W = x℄A([F+xFQ ℄+F=Q�(P+s) mod F=Q)i !q;q0 ;with W the number of frames needed to suessfully transmit a request to the BSusing the ontention hannel. The �rst line of the equation above orresponds withSenario 3, the seond with Senario 2 and the last with Senario 1. In this equation,the di�erene between the arrival instants An+1 and On, in time units of the servieproess, is denotes as s.
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Figure 9: The senario's for N = 0By ordering the states (N;P; q) lexiographially, the probabilities P (S; S0) de�nea stohasti transition probability blok matrix P = (Qm;n). The matries Qm;ngovern the state (P; q) transitions when the queue length hanges from m to n.From the expressions for P(S,S'), it is lear that the resulting Markov Chain is ofthe M/G/1-type. To solve suh a Markov hain the algorithm of Ramaswami is used11 ombined with 8 to �nd the required normalization fator. Due to the periodinature of the frames, the matrix G, required to solve this type of Markov proess,may beome reduible in some rare ases.Having alulated the stationary probability vetor of the proess at these epohsOn, we alulate the queue length distribution X at the servie ompletion times



Cn as follows: P (X = k) = F=Q�1XP=0 kXi=0 ~�i(P )A([ L�1PCR 1Q ℄)k�i ~e;where ~�i(P ) is a row vetor of length m that ontains the stationary probabilitiesof being in the states (i; P; j)mj=1 and ~e is a olumn vetor of size m with eah entryequal to 1. This equation is a onsequene of the fat that the remaining servietime at the observed epohs On equals L�1PCR . Also, P (X = 0) is the probability thata paket needs to make use of the uplink ontention hannel (Senario 1 applies).Moreover, one an show that for an in�nite apaity FCFS stationary disretetime queue with no simultaneous departures or arrivals, both the queue lengthdistribution at the departure times and the arrival times are idential. Thus P (X =k) is also the probability that a paket �nds k ustomers (pakets) in front uponarrival.6.5. Numerial ResultsIn this setion we study the inuene of the SCR, the PCR, the variation of theinterarrival times and the orrelation between onseutive interarrival times on anumber of performane measures of an MS arrying a single rt-VBR onnetion.The system parameters for the ISA protool are set as follows (see 14): the numberof mobile stations onsidered is 128, the aggregated arrival proess of all the MSson the ontention hannel is Poisson with a mean of � = 1 request per frame, thestarting level Sl is stati and equal to two, the value Np that triggers the pollingmehanism is 20 and a single instane of the ISA protool is used. The Pm parameterde�ned in Setion 3.4.1 is only used in the last subsetion.To �nd the delay distribution W we refer to 14. Apart from the piggybakingprobability we de�ne the following two performane measures:E = L=PCRPnL=PCR+ P0(L=PCR+E[W ℄)D = P0E[W ℄ + PnE[X � 1 j X > 0℄L=PCR;with P0 = P (X = 0) and Pn = P (X > 0). E is a measure for the eÆieny of thesheme, while D is a measure for the delay experiened by pakets in the MS.The system parameter F is �xed at 72. Ideally the parameter Q should be setat 1, meaning that arrivals an our at any time instane and the frame positionP is represented by its true identity (and is not rounded to the nearest multiple ofQ). On the other hand, the smaller Q beomes the larger the blok matries Qm;nbeome and the more blok matries Qm;n di�er from zero, making the analytialmodel less attrative. Therefore, we set Q = 8 to improve the eÆieny of themodel. Numerial investigations (not reported here) have shown that the results forsmaller values of Q are very well approximated by the model with Q = 8.
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SCR/PCR = 5/9Figure 10: The impat of the SCR andthe PCR on 1� P (X = 0)6.5.1. The Inuene of the SCR and the PCRThe paket length L in Figure 10 is set at 20, the rate vetor � and the transitionmatrix D are the following:� = ( y xy ); D =  1� 2xy5 2xy5xy5 1� xy5 ! ; (6.4)with 1=10 � y � 1=200 and x = 5=6; 2=3; 1=2 and 1=2:7272. When x is �xed andy hanges the SCR and the PCR are varied proportionally, thus the ratio SCRPCR is�xed. When we hange x with y �xed we get a �xed PCR but a variable SCR.Figures 10 and 11 show that for a �xed SCR more piggybaking is used and abetter eÆieny E is realized as the ratio SCRPCR grows. Notie, this ratio is loselyrelated to the burstiness of the traÆ soure. Seondly, although rt-VBR soureswith a higher SCR ahieve a higher piggybaking perentage for �xed SCRPCR ratios(an e�et that inreases with lower SCRPCR ratios), their eÆieny E is smaller.Figure 12 shows that better delays are ahieved as the ratio SCRPCR dereases, arather logial result as this ratio is a measure for the load of the queueing model.Seondly, the delay dereases as the SCR inreases, beause the workload is o�eredmore gradually by higher bitrate soures, that is, as a results of the traÆ shedulerin the BS the amount of work is o�ered to the server in multiples of L=PCR.6.5.2. The Inuene of the Variation of the Interarrival TimesIn this setion we keep the PCR and the SCR �xed and study the inuene of anyadditional variation of the paket interarrival times that is not determined by theSCR and the PCR. As before, the paket length L is �xed at 20, the rate vetor
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Figure 12: The impat of the SCR andthe PCR on D� = (y; y=2 + x; y=2� x) and the transition matrix D is the following:D = 0B� 1� y50 y100 y100y200 1� y100 y200y200 y200 1� y100 1CA (6.5)with 1y = 10; 13; 16; 20 and x between 0 and y2 . We an hange the variation whilekeeping the SCR and the PCR �xed by hanging x with y �xed. On the otherhand if x is �xed and y is inreased the SCR beomes larger, whereas the ratio SCRPCRremains idential, namely, 0:6.Figure 13 shows that the additional variation that is not aused by the hoieof the SCR or the PCR has an important inuene on the results. The larger theadditional variation beomes, the better the eÆieny E. Higher additional varia-tion also results in a higher piggybaking perentage (this �gure is not inluded).Therefore, the SCR and the PCR do not give a suÆient indiation as to the pig-gybaking apabilities or the eÆieny of an MS on a paket level. Figure 14 showsthat the delay inreases with inreasing variation, as more variation means morebursty input traÆ and thus longer queues.A ombination of the following observations might explain these results. Typ-ially, having a higher variation with a �xed average and peak rate means thatmore traÆ is sent at a high rate (� SCR). Seondly, having large or exeptionallylarge interarrival periods makes little di�erene as both are very unlikely to result inpiggybaking. On the other hand, to ompensate for a single exeptionally large in-terarrival period, as opposed to a large period, we need muh more short interarrivalperiods (beause the SCR is �xed).6.5.3. The Inuene of CorrelationIn this setion we study the inuene of the orrelation between onseutive inter-
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Figure 16: The impat of the orrelationon the delay DFigure 15 shows that this type of orrelation is less important when studyingthe piggybaking apabilities or the eÆieny of an MS (the �gure that shows theimpat of the orrelation on 1�P (X = 0) is not inluded). However, in Figure 16 itis shown that the orrelation does have an important impat on the delay. Indeed,more orrelation leads to longer delays espeially for low bit rate traÆ.



6.5.4. The inuene of the Parameter PmThe Figures 17 and 18 illustrate the inuene of the SCR and the PCR on theeÆieny and the delay for the same parameter hoies as in Setion 6.5.1, exeptthat the parameter Pm de�ned in Setion 3.4.1 is also being used.
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