
Robustness Properties of FS-ALOHA(++):a 
ontention resolution algorithm for dynami
bandwidth allo
ationB. Van Houdt1, C. BlondiaUniversity of AntwerpDepartment of Mathemati
s and Computer S
ien
ePerforman
e Analysis of Tele
ommuni
ation Systems Resear
h GroupUniversiteitsplein, 1, B-2610 Antwerp - Belgiumfvanhoudt,blondiag�uia.ua.a
.be
Abstra
tThis paper studies the robustness of FS-ALOHA(++), a 
ontention resolution algorithm used toreserve uplink bandwidth in wireless 
entralized LANs. The model takes into a

ount errors on the
ontention 
hannel, the 
apture e�e
t and allows pa
kets to arrive a

ording to a general Markovianarrival pro
ess. Where 
hannel errors and 
apture are typi
al for a wireless 
hannel. Several analyti
almodels are developed, using matrix analyti
al methods, allowing us to 
al
ulate the delay distributionof a request pa
ket under di�erent 
ir
umstan
es. Using these analyti
al models, we demonstratethat both FS-ALOHA and FS-ALOHA++ perform well under bursty and 
orrelated arrivals. FS-ALOHA++ is shown to be more robust towards errors and 
apture. Moreover, it is 
on
luded thatimplementing multiple instan
es of FS-ALOHA(++) improves signi�
antly the delays and sensitivityof the algorithm towards errors.
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1 Introdu
tionFuture wireless LANs are expe
ted to support a large in
rement of 
ustomer demands for mobile servi
esand appli
ations. Therefore, eÆ
ient network and servi
e ar
hite
tures must be devised to 
omply to thesedemands with adequate Quality of Servi
e (QoS). One of the trends towards designing su
h LANs is toallo
ate the uplink bandwidth, that is, from the end users towards the network, in a dynami
 way. This
alls for an eÆ
ient me
hanism allowing mobile stations (MSs) to de
lare their 
urrent bandwidth needs tothe base station (BS). An often proposed solution, e.g., [8, 5, 9, 14℄, both in wired and wireless networks,is to 
ombine the te
hnique of piggyba
king with a 
ontention 
hannel. The performan
e of the 
ontentions
heme used determines the rea
tion speed of the system on 
hanging traÆ
 
onditions; therefore, it is animportant fa
tor in the QoS provisioning.Although Slotted ALOHA is easy to implement in su
h an environment, it is unable to guarantee gooddelay bounds [2, 4℄. FS-ALOHA(++), on the other hand, maintains the simpli
ity of Slotted ALOHAand was spe
i�
ally designed to operate in a wireless LAN with QoS provisioning. Its superiority onSlotted ALOHA was demonstrated by means of simulation and analyti
al methods in [2, 3, 4℄. However,all these studies assumed Poisson arrivals, an error free 
hannel and no 
apture events. In order toobtain a more realisti
 view of the performan
e of FS-ALOHA(++) it is essential to allow for errorsand 
apture to o

ur. Moreover, assuming Poisson arrivals may not be adequate for many 
urrent andfuture wireless appli
ations. Therefore, we 
onsider pa
kets arriving a

ording to a dis
rete time bat
hMarkovian arrival pro
ess (D-BMAP). DBMAPs form a 
lass of tra
table Markovian arrival pro
esses,whi
h, in general, are non-renewal, and whi
h in
lude the dis
rete time variants of the Markov modulatedPoisson pro
ess, the PH-renewal pro
ess and superpositions of su
h pro
esses as parti
ular 
ases. Be
auseof its versatility, it lends itself very well to modeling bursty arrival pro
esses 
ommonly arising in 
omputerand 
ommuni
ations appli
ations [1, 11, 12℄. During the last ten years, D-BMAPs have been used by manyresear
hers to develop more realisti
 arrival pro
esses.The paper is stru
tured as follows. Se
tion 2 introdu
es FS-ALOHA and FS-ALOHA++, as well asthe environment in whi
h they operate. Se
tions 3, 4 and 7 present three di�erent analyti
al models thatevaluate FS-ALOHA under di�erent 
ir
umstan
es. Se
tion 3 
onsiders D-BMAP arrivals, but still noterrors or 
apture. In Se
tion 4 errors are in
luded in the model, while Se
tion 7 dis
usses the in
uen
e of
apture. Se
tions 5, 6 and 7 present three analyti
al models for FS-ALOHA++, a slightly more advan
edversion of FS-ALOHA, under similar 
ir
umstan
es. Se
tions 8 and 9 present a variety of numeri
alexamples. Con
lusions are drawn in Se
tion 10.2 FS-ALOHA(++): a ReviewIn this se
tion the operation of FS-ALOHA(++), and the environment in whi
h they operate, are des
ribedin some detail, additional 
omments and dis
ussions 
an be found in [2, 3, 4℄. Consider a 
ellular networkwith a 
entralized ar
hite
ture, i.e., the area 
overed by the wireless a

ess network is subdivided into a1



set of geographi
ally distin
t 
ells ea
h with a diameter of approximately 100m. Ea
h 
ell 
ontains a basestation (BS) serving a �nite set of mobile stations (MSs). This BS is 
onne
ted to a router, whi
h supportsmobility, realizing seamless a

ess to the wired network. Two logi
ally distin
t 
ommuni
ation 
hannels(uplink and downlink) are used to support the information ex
hange between the BS and the MSs. Pa
ketsarriving at the BS are broad
asted downlink, while upstream pa
kets must share the radio medium usinga MAC proto
ol. The BS 
ontrols the a

ess to the shared radio 
hannel (uplink). The a

ess te
hniqueis Time Division Multiple A

ess (TDMA) 
ombined with Frequen
y Division Duplex (FDD) [13℄.TraÆ
 on both the uplink and downlink 
hannel is grouped into �xed length frames, with a lengthof L slots, to redu
e the battery 
onsumption [14℄. The uplink and downlink frames are syn
hronized intime, i.e., the header of a downlink frame is immediately followed by the start of an uplink frame (aftera negligible round trip time that is 
aptured within the guard times, see Figure 1). Ea
h uplink frame
onsists of a �xed length 
ontentionless and a �xed length 
ontention period, where the length of the
ontentionless period, in general, dominates that of the 
ontention period. An MS is allowed to transmitin the 
ontentionless period after re
eiving a permit from the BS. The BS distributes these permits amongthe MSs based on the requests it re
eives from the MSs and the existing QoS agreements between theend users and the network. Within these requests, MSs de
lare their 
urrent bandwidth needs to the BS,e.g., by indi
ating how many pa
kets they have ready for transmission. Requests are transmitted usingthe 
ontention 
hannel, unless the MS 
an piggyba
k the request to a data pa
ket for whi
h a permit wasalready obtained, thereby redu
ing the load on the 
ontention 
hannel and avoiding the delay 
aused bythe 
ontention 
hannel.A request is generally mu
h smaller than a data pa
ket; therefore, slots part of the 
ontention period
an be subdivided into k minislots (realisti
 values for k in a wireless medium are 1 to 3, in a wired mediumhigher values for k are possible). Ea
h downlink frame starts with a frame header in whi
h, among otherthings, the required feedba
k on the 
ontention period of the previous uplink frame is given. This feedba
kinforms the MSs parti
ipating in the 
ontention period whether there was a 
ollision or whether the requestwas su

essfully re
eived.FS-ALOHA operates on the slots that are part of the �xed length 
ontention period. De�ne T as thenumber of minislots part of the 
ontention period of a frame. From hereon we refer to minislots as slots.In slotted ALOHA systems, an MS with a pending request will randomly 
hoose one out of the T slots tosend its request in the hope that no other MS with a pending request will 
hoose the same slot. If an MSis unsu

essful it will retransmit in the next frame. It is important to note that with slotted ALOHA, newrequests are allowed to transmit on the 
ontention 
hannel immediately after being generated; hen
e, theyare not blo
ked. FS-ALOHA on the 
ontrary, divides the T slots of the 
ontention period into two disjointsets of S and N slots su
h that T = S +N (see Figure 1). The operation of FS-ALOHA is as follows:� Newly arrived requests are transmitted, for the �rst time, by randomly 
hoosing one out of the Sslots; this is the �rst set of S slots after the request was generated. If some of these transmissionsare unsu

essful, be
ause multiple MSs transmitted in the same slot, the unsu

essful requests are2



grouped into a Transmission Set (TS), whi
h joins the ba
k of the queue of TSs waiting to be served.� The other N slots are used to serve the queue of ba
klogged TSs on a FIFO basis. Ba
klogged TSsare served, one at a time, using slotted ALOHA, that is, all the requests part of the TS sele
t oneout of the N slots and are transmitted in this slot. The requests that were transmitted su

essfullyleave the TS, the others retransmit in the N slots of the next frame using the same pro
edure. Theservi
e of a TS lasts until all the requests part of the TS have been su

essfully transmitted, in whi
h
ase the servi
e of the next TS, if there is another TS in the queue, starts in the N slots of the nextframe.Hen
e, two parameters play an important role in FS-ALOHA:� The number of S � 1 slots in a frame. These slots are used by the MSs to transmit newly arrivedrequests; S determines the TS generation rate.� The number of N � 2 slots in a frame. These slots are allo
ated to the servi
e of the TSs in thedistributed FIFO queue.Noti
e, two requests that were generated in di�erent frames 
an never be part of the same TS. Thus,it is said that the grouping of requests in Transmission Sets is based on a time period 
orresponding tothe frame length. Therefore, FS-ALOHA 
an be regarded as a Group Random A

ess Proto
ol that usesSlotted ALOHA as its 
ollision resolution algorithm (CRA). More details on the operation of FS-ALOHA
an be found in [2, 3, 4℄.Numeri
al experiments [2, 4℄ have indi
ated that the maximum stable throughput of FS-ALOHA, underPoisson arrivals, tends to de
rease as a fun
tion of T . The maximum stable throughput for larger values ofT was augmented by introdu
ing FS-ALOHA++ [2, 3℄. It di�erentiates itself from FS-ALOHA by servingK TSs simultaneously in the N slots of ea
h frame (provided that K TSs were waiting in the FIFO queueat the start of the servi
e, otherwise it serves, simultaneously, all the TSs that were waiting). Ea
h of therequests 
ontained in the TSs in servi
e, sele
ts one of the N slots and transmits in this slot hoping that noother station does so. Thus, in multiple a

ess terminology, one 
ould state that FS-ALOHA++ alters the
hannel a

ess proto
ol (CAP) of FS-ALOHA, while both use Slotted ALOHA as their 
ollision resolutionalgorithm (CRA). The strategy used by FS-ALOHA and FS-ALOHA++ when errors or 
apture o

urswill be
ome apparent in the remainder of the paper.3 FS-ALOHA with D-BMAP arrivals on an Error Free Channel3.1 Analyti
al ModelFS-ALOHA with Poisson input has been studied in [4℄. In this se
tion an exa
t analyti
al model isdeveloped, allowing the 
omputation of the delay density fun
tion asso
iated to the request pa
kets underthe following 
onditions: 3



� We assume a D-BMAP request arrival pro
ess [1℄ with a mean rate of � arrivals per frame. The timeunit of the D-BMAP arrival pro
ess is one frame time.� If there are no Transmission Sets in the distributed FIFO queue nor in servi
e, the total T = S +Nslot is available to the new arrivals.� The Bit Error Rate (BER) is assumed to be zero, an assumption that is relaxed in the next se
tion.These assumptions are identi
al to [4℄, ex
ept that we assume D-BMAP arrivals instead of Poisson arrivals.For Poisson arrivals one obtains a Quasi-Birth-Death (QBD) Markov 
hain [11℄ by observing the 
ouple(q̂; Q̂) at the start of ea
h frame, where q̂ represents the number of requests left in the TS that is 
urrentlybeing served (provided that a TS is being served) and Q̂ is the number of TSs waiting in the distributedFIFO queue2. If we 
onsider the same sto
hasti
 pro
ess for D-BMAP arrivals and add the 
urrent stateof the D-BMAP, say ĵ, the resulting pro
ess is no longer a Markov 
hain, be
ause the number of requestspart of a TS depend on the history of the D-BMAP arrival pro
ess. Therefore, a di�erent approa
h isrequired; the basi
 idea is to remember the \age" of the TS in servi
e instead of the number of TSs waitingin the TS queue. The state of the system is des
ribed by the triple (q; j;Q), where� q � 2 denotes the number of requests left in the Transmission Set in servi
e (if there is a TransmissionSet in servi
e).� j denotes the state of the D-BMAP asso
iated with the start of the frame that follows the framein whi
h the Transmission Set in servi
e was generated (if there is a Transmission Set in servi
e,otherwise it is the state of the D-BMAP asso
iated with the 
urrent frame).� Q indi
ates how many frames ago the Transmission Set in servi
e was generated (Q = 0 if there isno Transmission Set in servi
e).For instan
e, (q; j;Q) = (4; j; 3) indi
ates that 4 requests will attempt a transmission in the N slots of the
urrent frame, say frame n. Ea
h of these 4 stations has had at least 1, in one of the S(+N) slots of framen� 3, and at most 3 unsu

essful attempts in the previous 3 frames (depending on the servi
e 
ompletiontime of the previous TS3) and the state j of the D-BMAP determines the number of requests that makeuse of the S slots in frame n� 2. If, for example, 2 of the 4 request are transmitted su

essfully (withinthe N slots of frame n), the new state, asso
iated with frame n+ 1, would be (2; j; 4).Noti
e that this model 
an be used for Poisson arrivals as well. Moreover, although the model in [4℄leads to a QBD Markov 
hain, the 
al
ulations required to obtain the delay distribution from the steadystate probabilities are 
umbersome. Whereas with this model, that uses a GI/M/1 type Markov 
hain,2More spe
i�
ally, level zero of the QBD 
onsists of one state that 
orresponds to the 
ase where there are no TSs waitingin the queue nor being served. Level i > 0 
onsists of multiple states that 
orrespond to the 
ase where there are i� 1 TSswaiting in the queue, while a TS is being served (the j-th state of level i indi
ates that there are j + 1 requests left in theTS).3If the previous TS 
ompleted servi
e in frame n� x, for x � 3, then these 4 requests have had an attempt in the S slotsof frame n� 3 and one attempt in one of the N slots in ea
h of the frames n� x+ 1; : : : ; n� 1; hen
e, at most 3 (if x = 3).If the previous TS 
ompleted servi
e before frame n� 3, these 4 requests had an attempt in one of the S +N slots of framen� 3 and one attempt in one of the N slots of frame n� 2 and n� 1.4



one obtains the delay distribution from the steady state probabilities by means of a simple formula (seeSe
tion 3.5).3.2 Transition MatrixThe transitions in the system take pla
e at the start of ea
h frame. The maximum value of q, say qm,
orresponds to the highest possible i for whi
h Di 
ontains entries that di�er from zero, where Di, fori � 0, are the l� l matri
es that 
hara
terize the input D-BMAP traÆ
. The (j1; j2)th entry of the matrixDi represents the probability that i new requests are generated within a frame, while a transition fromstate j1 to j2 o

urs. For D-BMAPs that do not posses su
h an index i or for D-BMAPs for whi
h thisindex i is very large, we 
hoose qm su
h that the sum of the entries of the matri
es Di, for i > qm isnegligible (i.e., � 10�14). In this way, the impa
t on the a

ura
y of the results should be minimized.Hen
e, the range of q equals fq j 2 � q � qmg, while fj j 1 � j � lg is the range of j.During a state transition, Q 
an never in
rease by more than one. Therefore, the system 
an bedes
ribed by a transition matrix P with a GI/M/1 stru
ture:P = 2666664 B1 B0 0 0 0 : : :B2 A1 A0 0 0 : : :B3 A2 A1 A0 0 : : :B4 A3 A2 A1 A0 : : :... ... ... . . . . . . . . .
3777775 ; (1)where Ai are l(qm� 1)� l(qm� 1) matri
es, Bi; i > 1; are l(qm� 1)� l matri
es, B1 is an l� l matrix andB0 is an l � l(qm � 1) matrix.The matri
es B0 and B1 des
ribe the system when the 
urrent frame is not serving a Transmission Set(Q = 0). This implies that the total of T = S +N slots is available to the new arrivals. B0 des
ribes thetransitions when a Transmission Set is generated within these T slots, whereas B1 des
ribes the situationin whi
h no Transmission Set is generated.The matri
es Ai and Bi; i > 1; hold the transition probabilities provided that a Transmission Set t isbeing served in the 
urrent frame. A0 
overs the 
ase in whi
h the servi
e of the 
urrent Transmission Sett is not 
ompleted within the 
urrent frame. The transition probabilities held by the matri
es Ai; i > 0;
orrespond to the following situation: the servi
e of the 
urrent Transmission Set t is 
ompleted within the
urrent frame, say frame n, and the �rst i� 1 frames following frame n�Q, i.e., the frame in whi
h theTransmission Set t was generated, do not generate a new Transmission Set, whereas frame n�Q+ i (� n)does generate a new Transmission Set. The matri
es Bi; i > 1; on the other hand 
orrespond to 
ase wherethe servi
e of the 
urrent Transmission set t is 
ompleted within the 
urrent frame, frame n, and the �rsti� 1 (= Q) frames following frame n�Q do not generate a new Transmission Set (as a result the total ofT = S +N slots are available to the new arrivals in frame n+ 1).3.3 Cal
ulating the Transition ProbabilitiesIn this subse
tion we indi
ate how to 
al
ulate the matri
es Ai and Bi des
ribed above. De�ne px(q; q0),for q � q0, as the probability that in a set of q requests, q� q0 requests are su

essful when a set of x slots5



is available to transmit the q request pa
kets. We are parti
ularly interested in pS(q; q0), pN (q; q0) andpS+N(q; q0). Von Mises [15℄ has shown, in 1939, thatpx(q; q0) = min(q;x)Xv=q�q0 (�1)v+q�q0Cvq�q0Cxv q!(q � v)! (x� v)q�vxq ; (2)where Crs denotes the number of di�erent ways to 
hoose s from r di�erent items.Next, denote PN as a qm � 1� qm � 1 matrix whose (i; j)th element equals pN(i+ 1; j + 1). Let PN;0be a qm � 1� 1 ve
tor whose ith 
omponent equals pN (i+ 1; 0). In order to des
ribe the matri
es Ai andBi we also de�ne the matri
es FS , FS+N , EkS ; 2 � k � qm, and EkS+N ; 2 � k � qm; as (these matri
es arel� l matri
es)FS = Xi�0Di pS(i; 0) (3)FS+N = Xi�0Di pS+N(i; 0) (4)EkS = Xi�kDi pS(i; k); (5)EkS+N = Xi�kDi pS+N(i; k); (6)where the D-BMAP arrival pro
ess is 
hara
terized by the matri
es Di. Noti
e that (EkS)j;j0 represents theprobability that a new TS with k requests is generated in a frame where S slots are available to the newarrivals, thus, another TS is 
urrently being served in the remaining N slots, and the D-BMAP governingthe new arrivals makes a transition from state j to j0. FS on the other hand holds the probabilities thatno new TS is generated in a frame where S slots are available to the new arrivals. Similar interpretationsexist for the matri
es FS+N and EkS+N . The transition probability matri
es Ai and Bi are then found asfollows4:A0 = PN 
 Il; (7)Ai = PN;0 
 (FS)i�1 �E2S E3S : : : EqmS � ; (8)B0 = �E2S+N E3S+N : : : EqmS+N � ; (9)B1 = FS+N ; (10)Bi = PN;0 
 (FS)i�1; (11)where 
 denotes the Krone
ker produ
t between matri
es and Il is the l� l unity matrix. Noti
e that thematri
es Ai and Bi de
rease to zero with a rate (FS)i. Looking at the probabilisti
 interpretation of FS ,it should be 
lear that, in general, the smaller the arrival rate � the slower Ai and Bi de
rease to zero.Therefore, the model is not suited for very small arrival rates � (be
ause this would imply that thousandsof Ai and Bi matri
es are needed to perform the 
al
ulations).4The notation [E2x : : : Eqmx ℄ is used to denote a blo
k ve
tor whose i-th blo
k equals Ei+1x , thus, this notation should notbe 
onfused with a matrix produ
t 6



3.4 Cal
ulating the Steady State ProbabilitiesDe�ne �ni (q; j); i > 0; resp. �n0 (j), as the probability that the system is in state (q; j; i), resp. (j; 0), attime n, i.e., at the start of frame n. Let�0(j) = limn!1�n0 (j); (12)�i(q; j) = limn!1�ni (q; j): (13)De�ne the 1 � l ve
tor �0 = (�0(1); : : : ; �0(l)) and the 1 � l(qm � 1) ve
tors �i = (�i(2; 1); : : : ; �i(2; l);�i(3; 1); : : : ; �i(3; l);�i(4; 1); : : : ; �i(qm; l)), for i > 0. From the transition matrix P (Equation 1) we see thatthe Markov 
hain is a generalized Markov 
hain of the GI=M=1 Type [10℄. For su
h a positive re
urrentMarkov 
hain, we have �i = �i�1R; i > 1; where R is an l(qm � 1)� l(qm � 1) matrix that is the smallestnonnegative solution to the following equation:R =Xi�0 RiAi: (14)This equation is solved by means of an iterative s
heme [10℄. In order to obtain �0 and �1 we solve thefollowing equation(�0; �1) = (�0; �1) � B1 B0Pi�2Ri�2Bi Pi�1Ri�1Ai � : (15)The ve
tor (�0; �1) is normalized as �0el + �1(I � R)�1el(qm�1) = 1, where I is the unity matrix of sizel(qm � 1) and ei is an i � 1 ve
tor �lled with ones. Theorem 1.5.1 in [10℄ states that the Markov 
hainwith transition matrix P is positive re
urrent if and only if the spe
tral radius sp(R) of the matrix R,where R is the minimal nonnegative solution to Equation 14, is smaller than one and there exists a positivesolution to Equation 15. It is not diÆ
ult to see that A = Pi�0Ai is an irredu
ible sto
hasti
 matrix,provided that the input D-BMAP is irredu
ible, and therefore, a simple 
ondition exists to 
he
k whethersp(R) < 1 [10, 11℄. We 
ould also study the stability of FS-ALOHA by noti
ing that FS-ALOHA, whensubje
t to D-BMAP arrivals, is equivalent to a dis
rete time MMAP[K℄/G[K℄/1 queue with a generalizedinitial 
ondition, where the MMAP[K℄ stands for a Markov 
hain with marked arrivals [7℄. The stabilityof su
h queues has been studied by He [6, Theorem 7.1℄.3.5 Cal
ulating the Delay Density Fun
tionLet D be the random variable that denotes the delay experien
ed by a request pa
ket. We state thatD = 0 if a request pa
ket is su

essful during its �rst transmission attempt. D = i if a request pa
ket issu

essful in frame n + i provided that the �rst attempt took pla
e in frame n. The probability that arequest has a delay of i frames, 
an be 
al
ulated as the expe
ted number of requests with an \age" of iframes that transmit su

essfully during an arbitrary frame, divided by the expe
ted number of requeststhat transmit su

essfully during an arbitrary frame (that is, � for a stable system). Using the steadystate probabilities, we easily �ndP [D = i℄ = qmXq=2 (1� 1=N)q�1q� lXj=1 �i(q; j); (16)7



for i > 0, with � the arrival rate of the D-BMAP, i.e., the mean number of newly arriving request pa
ketsper frame. The probability P [D = 0℄ is found as 1�Pi>0 P [D = i℄.4 FS-ALOHA with D-BMAP arrivals and Memoryless ErrorsIn this se
tion we relax the assumption on the BER made in the previous se
tion, and allow for memorylesserrors to o

ur. The feedba
k from the BS is 
onsidered error free, a 
ondition that 
an be realized byprote
ting the feedba
k �eld with a strong error 
orre
tion 
ode. From a pra
ti
al point of view, Markovianerrors would be more appropriate, but there seems to be no apparent way to in
orporate su
h errors inthe 
urrent model, even if we were to restri
t ourselves to Poisson arrivals. This is due to the fa
t thaterror 
an o

ur both in the S and N slots of a frame. Our Markov 
hain observes the S and N slots ofdi�erent frames during a state transitions, therefore, one needs to keep tra
k of the entire history of theMarkovian environment of the error. This would 
learly result in an explosion of the state spa
e, unlessthe Markov 
hain has only one state, that is, if the errors are memoryless. Therefore, we restri
t ourselvesto memoryless errors. We assume an error o

urs in a slot with a probability 0 � ~e � 1.Errors o

urring on the 
hannel in
uen
e the transmissions as follows. If a slot holds a 
ollision, thatis, if two or more MSs transmit a request in the same slot, then the BS interprets, 
orre
tly, this slot as a
ollision, whether or not an error o

urred in this slot. On the other hand, if a slot does not hold a 
ollisionand an error does o

ur in the slot, the BS will interpret, in
orre
tly, the slot as holding a 
ollision. A slotthat neither holds a 
ollision or an error is 
orre
tly re
ognized by the BS. As a result, a single error inthe slots dedi
ated to the new arrivals is suÆ
ient to 
reate a new TS; hen
e, TSs with zero or one requestexist, as opposed to the error free model of the previous se
tion (re
all that q � 2). Also, the averagenumber of frames required to resolve a TS with k requests in
reases due to the presen
e of errors. Theservi
e of a TS ends if the N slots, assigned to the servi
e of TSs, do not hold a 
ollision nor an error.It should be 
lear that the triple (q; j;Q) as de�ned in the previous se
tion is still a Markov 
hain of theGI/M/1 type. However, the entries and the size of the matri
es Ai and Bi have 
hanged. These matri
eswill be denoted as ~Ai and ~Bi in order to avoid any 
onfusion with the matri
es of the previous se
tion(this is done for all the matri
es or ve
tors de�ned in this se
tion).First, de�ne ~pEx (q; q0) as the probability that in a set of q requests, q� q0 are su

essful when a set of xslots is available to transmit the q request pa
kets and at least one error o

urs in these x slots. Be
ausethe errors are memoryless we have~pEx (q; q0) = xXk=1Cxk ~ek(1� ~e)x�k q0Xv=max(0;q0�k) px(q; v)Ckq0�vCx�kq�q0Cxq�v ; (17)where px(q; q0) was de�ned in Se
tion 2 and ~e represents the probability that an arbitrary slot holds anerror. Obviously, we are interested in ~pES (q; q0), ~pEN (q; q0) and ~pES+N(q; q0).Next, denote ~PEN as a (qm + 1) � (qm + 1) matrix whose (i; j)th element equals ~pEN (i � 1; j � 1). ~PNis de�ned as a (qm + 1) � (qm + 1) matrix whose �rst two 
olumns are equal to zero and whose (i; j)thelement, for j > 2, equals (1� ~e)NpN(i� 1; j � 1). The (qm +1)� 1 ve
tor ~PN;0 has its ith entry equal to8



(1� ~e)NpN(i�1; 0). Finally, the l� l matri
es ~FS , ~FS+N , ~EkS , for 0 � k � qm, and ~EkS+N , for 0 � k � qm,are de�ned as~FS = Xi�0Di pS(i; 0) (1� ~e)S (18)~FS+N = Xi�0Di pS+N(i; 0) (1� ~e)S+N (19)~EkS = Xi�kDi �1fk>0g pS(i; k) (1� ~e)S + ~pES (i; k)� ; (20)~EkS+N = Xi�kDi �1fk>0g pS+N (i; k) (1� ~e)S+N + ~pES+N (i; k)� ; (21)where 1A = 1 if A is true and 0 otherwise. Noti
e that px(i; 1) = 0 and therefore, it is suÆ
ient to write1fk>0g instead of 1fk>1g. The matri
es ~Ekx hold the probability that a new TS with k � 0 requests isgenerated in a frame where x slots are available to the new arrivals. ~Fx on the other hand holds theprobabilities that no new TS is generated. We are now in a position to spe
ify the matri
es ~Ai and ~Bi:~A0 = ( ~PN + ~PEN )
 Il; (22)~Ai = ~PN;0 
 ( ~FS)i�1 h ~E0S ~E1S : : : ~EqmS i ; (23)~B0 = h ~E0S+N ~E1S+N : : : ~EqmS+Ni ; (24)~B1 = ~FS+N ; (25)~Bi = ~PN;0 
 ( ~FS)i�1; (26)where Il is the l� l unity matrix. The steady state probabilities, denoted as ~�i, are 
al
ulated in a similarmanner as before. Finally, the delay distribution P [ ~D = i℄, for i > 0, is found asP [ ~D = i℄ = qmXq=0 (1� ~e)(1� 1=N)q�1q� lXj=1 ~�i(q; j): (27)P [ ~D = 0℄ is found as 1�Pi>0 P [ ~D = i℄.5 FS-ALOHA++ with Poisson Arrivals and Memoryless ErrorsIn this se
tion an exa
t analyti
al model is developed, allowing the 
omputation of the delay densityfun
tion asso
iated to the request pa
kets under the following 
onditions:� We assume a Poisson request arrival pro
ess with a rate of � arrivals per frame.� If there are no Transmission Sets in the queue nor in servi
e, the total T = S +N slots is availableto the new arrivals.� FS-ALOHA++ serves K � 2 TSs at on
e provided that K or more Transmission Sets are waitingto be served (otherwise it serves those that are waiting).� Memoryless bit errors o

ur on the 
hannel, however, the feedba
k present in the frame headers is
onsidered error free. 9



These assumptions are identi
al to [2, 3℄, ex
ept that we allow for memoryless errors to o

ur. Ideallywe would like to 
onsider D-BMAP arrivals as we did in Se
tions 3 an 4 for FS-ALOHA. However, sofar, we have not managed to obtain an exa
t model. We have developed a model, presented in Se
tion6, for D-BMAP arrivals that allows to determine the maximum stable throughput of FS-ALOHA++ andthat underestimates the delay su�ered by a request pa
ket. Eviden
e that the margin of underestimationprodu
ed by this model is small is presented in Se
tion 9.1.The approa
h followed in this se
tion is a generalization of the model in [2, Chapter 6℄. Therefore, weskip some of the details when presenting the model. Also, we add a bar to all the ve
tors and matri
esde�ned in this se
tion. The ve
tor ~PN;0 and the matri
es ~PEN and ~PN , de�ned in the previous se
tion,will reappear in this se
tion, however, in this se
tion they should be regarded as ve
tors and matri
es ofdimension Kqm + 1 instead of qm + 1. Their entries are still 
al
ulated using the same formulas.A GI/M/1 Type Markov 
hain 
an be obtained as follows. De�ne level zero, a single state, as the 
asewhere there are no TSs being served nor waiting in the queue and level i; i > 0, with Kqm+1 states, as the
ase in whi
h there are i� 1 TSs waiting in the queue and one to K TSs are being served simultaneously.The q-th state of level i > 0 indi
ates that there are q, 0 � q � Kqm, requests left in the TSs that are
urrently in servi
e|due to the memoryless errors this number 
an be zero or one. Let us now 
onsiderthe di�erent transitions that might o

ur if we observe the system at the start of ea
h frame. For leveli > 0 there are two possibilities:� First, the servi
e does not �nish in the 
urrent frame. As a result, a transition is made to level ior i + 1 depending on whether a new TS is generated in the S slots. The 
orresponding transitionprobability matri
es are denoted by �A1 and �A0.� Se
ondly, the servi
e �nishes in the 
urrent frame. As a result, for i > K, the new level is i�K ori�K +1 depending on whether a new TS is generated in the S slots (with 
orresponding transitionprobability matri
es �AK+1 and �AK). For 1 < i � K, we get a transition to level one|there are atmostK�1 TSs waiting; therefore, a possible new TS generated in the S slots is served simultaneouslywith all the other waiting TSs. The 
orresponding transition probability matrix is �Bi;1. For i = 1,there is a transition to i = 0 or i = 1 depending on whether a new TS is generated in the S slots(matri
es �B1;0 and �B1;1).

10



For level zero, we remain at level zero if no TS is generated in the S +N slots, otherwise a transition tolevel one is made (matri
es �B0;0 and �B0;1). As a result we have the following transition matrix �P :
�P =

2666666666666664
�B0;0 �B0;1 0 : : :�B1;0 �B1;1 + �A1 �A0 0 : : :0 �B2;1 �A1 �A0 0 : : :0 �B3;1 0 �A1 �A0 0 : : :... ... ... . . . . . . . . . . . .0 �BK;1 0 : : : 0 �A1 �A0 0 : : :0 �AK+1 �AK 0 : : : 0 �A1 �A0 0 : : :0 0 �AK+1 �AK 0 : : : 0 �A1 �A0 0 : : :... ... . . . . . . . . . . . . . . . . . . . . . . . .

3777777777777775 ; (28)
where all the matri
es are Kqm+1�Kqm+1 matri
es, ex
ept for the 1� 1 matrix �B0;0, the 1�Kqm+1matrix �B0;1 and the Kqm + 1� 1 matrix �B1;0.Let �pj be the probability that j new requests are generated in a frame, i.e., �pj = �j=j!e��. In order todes
ribe the transition probability matri
es, we de�ne the following variables:�pgt(x) = 1� (1� ~e)x qmXj=0 �pjpx(j; 0);(�pnt(x))1;q = � Pqmj=q�1 �pj �~pEx (j; q � 1) + 1fq>1g(1� ~e)xpx(j; q � 1)� q � qm + 10 q > qm + 1 ;where px(i; j) and ~pEx (i; j) were de�ned in Se
tion 2 and 4, where ~e is the probability that an error o

urs ina slot. Noti
e, �pgt(x) is the probability that a TS is generated in a frame provided that x slots are availableto the new arrivals (where x = S and S +N are of interest to us). The ve
tor �pnt(x) is a 1 �Kqm + 1ve
tor whose q-th 
omponent is the probability that a TS with q � 1 request is generated provided that xslots are available to the new arrivals. We need to de�ne one more ve
tor operation before we 
an expressthe transition probability matri
es, beingX(n�) = X(n�1�)(�)X;X(1�) = X;for n > 1, where X is a 1 � Kqm + 1 ve
tor and (�) denotes the 
onvolution operation followed by atrun
ation whi
h keeps the �rst Kqm + 1 elements. With these notations and de�nitions we 
an easilyexpress the transition probability matri
es �Bi;j as follows:�B0;0 = 1� �pgt(S +N);�B0;1 = �pnt(S +N);�B1;0 = (1� �pgt(S)) ~PN;0;�B1;1 = ~PN;0�pnt(S);�Bi;1 = ~PN;0 "�pgt(S)� �pnt(S)�pgt(S)�(i�) + (1� �pgt(S))� �pnt(S)�pgt(S)�(i�1�)# ;
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where 2 � i � K. Similarly, for �Ai, we �nd�A0 = �pgt(S)� ~PEN + ~PN� ;�A1 = (1� �pgt(S))� ~PEN + ~PN� ;�AK = �pgt(S) ~PN;0� �pnt(S)�pgt(S)�(K�) ;�AK+1 = (1� �pgt(S)) ~PN;0� �pnt(S)�pgt(S)�(K�) :We denote ��0, resp. ��i(q) for i > 0, the steady state probability related to level zero, resp. state q of leveli. These probabilities are found by means of an iterative s
heme similar to the one des
ribed in Se
tion3.4. Next, we indi
ate how to obtain the delay distribution �D of a request pa
ket from the steady stateprobabilities. We separate the following two 
ases. First, a request 
ould be su

essful during its �rstattempt, in whi
h 
ase the delay �D equals zero, this happens with probabilityP [ �D = 0℄ = (1� ~e) qm�1Xj=0 �pj ���0(1� 1S +N )j + (1� ��0)(1� 1N )j� ; (29)be
ause Poisson arrivals see time averages (PASTA). Otherwise, if a request is unsu

essful during its �rsttransmission, we subdivide its delay, as in [2℄, into three parts:� First, we have the time required for the 
ompletion of the TSs that were (still) in servi
e when thearbitrary request made its �rst transmission attempt, denoted as tA.� Se
ond, assuming there are G TSs waiting in the FIFO queue at the arrival time of our arbitraryrequest, we have the delay asso
iated to KbG=K
 TSs that are served by pla
ing K TSs in the serverat a time. This delay is denoted by tB .� Finally, tC entails the time between the start of the servi
e of the TS holding our arbitrary requestand its su

essful transmission. Noti
e, this TS may be served simultaneously with 1 to K � 1 otherTSs.If the arbitrary request, that was unsu

essful during its �rst transmission attempt, arrived when theMarkov 
hain was at level zero, its delay is 1 + tC , otherwise it equals tA + tB + tC . Next, we brie
ydes
ribe how tA, tB and tC are 
al
ulated.The delay tA � 1 depends upon q, the number of requests left in servi
e at the arrival time of ourarbitrary request and is found asP [tA(q) > r℄ = h� ~PN + ~PEN�r 1eiq+1;1 ; (30)where r � 0, 1e is a 
olumn ve
tor of ones and Xi;1 denotes the i-th element of a 
olumn ve
tor. LetP [tA(q) = r℄ be the (q + 1; r + 1)th element of the matrix �FA.The delay tB � 0 depends upon G, the number of TSs in the FIFO queue at the arrival time of ourarbitrary request and is 
al
ulated as follows. For G < K, tB(G) equals zero, whereas for K � G < 2K12



we �ndP [tB(G) = r℄ = "� �pnt(S)�pgt(S)�(K�) �FA#1;r+1 : (31)Finally, tB(G) for G � 2K is found as the 
onvolution of tB(G�K) and tB(K).Be
ause tA and tB are independent, the delay tA(q) + tB(G), denoted as tA+B(q;G), is found as the
onvolution of tA(q) and tB(G). Finally, the delay tC depends upon G and the length l of tA + tB .P [tC(G; l) > r℄ =Xs�1 P [�ptag(G; l) = s℄ h� �P TN�r+1 1eis;1 ; (32)where the (i; j)th element of the Kqm � Kqm matrix �P TN equals ji times the (i + 1; j + 1)th element of~PN + ~PEN . P [�ptag(G; l) = s℄ represents the probability that s� 1 other requests are served simultaneouslywith our arbitrary request, that was unsu

essful during its �rst transmission attempt, provided thattA + tB = l and that G TSs were in the FIFO queue at the arrival time of our request. Also, when
al
ulating the probability P [ptag(G; l) = s℄, one should noti
e that the distribution of number of requests,part of the TS of our arbitrary request, depends on whether our request arrived when the Markov 
hainwas at level zero, in whi
h 
ase the new arrivals used S +N slots, or not. The 
al
ulation of �ptag(G; l) isa generalization of [2℄. Having found the distribution of tA+B(q;G) and tC(G; l), we 
an easily 
al
ulateP [ �D = i℄, for i > 0, by remarking that Poisson arrivals see time averages (PASTA).6 FS-ALOHA++ with D-BMAP Arrivals and Memoryless ErrorsIn this se
tion, we present an analyti
al model that allows us to derive a lower bound of the delay experi-en
ed by a request pa
ket under the same 
onditions as in Se
tion 5, with the generalization of D-BMAParrivals (instead of Poisson arrivals). This model approximates the delay as follows:� For request pa
kets belonging to a TS that is served simultaneously with K � 1 other TSs, theapproximated delay is the sum of two 
omponents. The �rst 
omponent equals the time that elapsesbetween the moment that the youngest of these K TSs was 
reated and the moment that the servi
eof these K TSs starts. The se
ond 
omponent equals the time that elapses between the start of theservi
e and the moment at whi
h the request pa
ket is transmitted su

essfully.� For pa
kets belonging to a TS that is served simultaneously with less than K � 1 other TSs, theapproximated delay is one frame plus the time that elapses between the start of the servi
e and themoment at whi
h the request pa
ket is transmitted su

essfully.Hen
e, the approximated delay provides a low bound. Next, a GI/M/1 Type Markov 
hain, similar tothe one 
onsidered in Se
tion 4, is de�ned and the approximated delay is easily found from its steadystate probabilities. The ve
tor ~PN;0, resp. the matri
es A0 and Bi, de�ned in the previous se
tions, willreappear in this se
tion, however, their dimension is now Kqm + 1, resp. (Kqm + 1)l.As in Se
tion 4, level zero of the Markov 
hain 
ontains l states, where l is the number of states thatthe D-BMAP has, and state 1 � j � l 
orresponds to the situation in whi
h there are no TSs in servi
e13



(nor waiting) and the state of the D-BMAP at the start of the 
urrent frame is j. Thus, the full T = S+Nslots are available to the new arrivals. Level i > 0, with (Kqm + 1)l states, 
orresponds to either one ofthe following two situations:� First, the Markov 
hain is at level i > 0, in state (q; j), if there are 
urrently K TSs, the youngest ofwhi
h was generated i frames ago, being served simultaneously, if 0 � q � Kqm requests remain inservi
e in the 
urrent frame, say frame n, and if 1 � j � l was the state of the D-BMAP 
orrespondingto the frame following the one in whi
h the youngest of the K TSs in servi
e was generated, that is,frame n� i+ 1. An example s
enario for i = 5 is presented in Figure 2.� Se
ond, state (q; j) at level i also 
orresponds to the situation in whi
h 1 � s < K TSs are servedsimultaneously, the servi
e of these s TSs started i� 1 frames ago, there are q requests remaining inservi
e in the 
urrent frame, say frame n, and the D-BMAP state 
orresponding to frame n� i+ 1is j. An example s
enario for i = 4 is presented in Figure 3.As far as the transition probabilities are 
on
erned, it does not matter whether the �rst or the se
ondsituation applies.Similar to Se
tion 4, we �nd that the transition matrix has the following stru
ture:�P = 2666664 �B1 �B0 0 0 0 : : :�B2 �C1 + �A1 �A0 0 0 : : :�B3 �C2 + �A2 �A1 �A0 0 : : :�B4 �C3 + �A3 �A2 �A1 �A0 : : :... ... ... . . . . . . . . .
3777775 ; (33)where �B1 is an l� l matrix, �B0 an l� (Kqm +1)l matrix, �Bi for i > 1 a (Kqm +1)l� l matrix, while theothers are (Kqm + 1)l � (Kqm + 1)l matri
es. Moreover, from the probabilisti
 interpretations provided,it should be 
lear that the matri
es �Bi for i > 0 are equal to ~Bi, as de�ned in Se
tion 4. Moreover, thematrix �A0 equals ~A0. The matri
es �Ai, for i > 0, hold the probabilities that the 
urrent servi
e �nishes,that K TSs are generated in an interval of i frames and the last of these K TSs was generated in the ithframe of the interval. The matri
es �Ci on the other hand, hold the probabilities that the 
urrent servi
e�nishes and that less that K TSs are generated in i frames.In order to 
al
ulate the matri
es �Ai and �Ci we de�ne the following l � l matri
es �Ek;nS;i , where i �1; 0 � k � Kqm and 1 � n � K:�Ek;1S;i = � ~FS�i�1 ~EkS ;�Ek;nS;i = kXl=0 i�1Xj=n�1 �El;n�1S;j �Ek�l;1S;i�j ;where 1 < n � K and the matri
es ~FS and ~EkS as de�ned in Se
tion 4. Looking at the probabilisti
interpretations of these matri
es, it is 
lear that�Ai = ~PN;0 
 h �E0;KS;i : : : �EKqm;KS;i i ; (34)14



for i > 0. Next, let the l � l matri
es �EkS;i be de�ned as�EkS;i = X1�j�i � �Ek;1S;j + : : :+ �Ek;K�1S;j �� ~FS�i�j : (35)Using these matri
es and their probabilisti
 interpretation, we 
an express the matri
es �Ci as�Ci = ~PN;0 
 h �E0S;i : : : �EKqmS;i i ; (36)for i > 0. The steady state probabilities ��0 and ��i(q; j), for i > 0, are 
al
ulated in a similar way as beforeand the approximated delay �D, for i > 0, is found asP [ �D = i℄ = KqmXq=0 (1� ~e)(1� 1=N)q�1q� lXj=1 ��i(q; j); (37)and P [ �D = 0℄ equals 1 �Pi>0 P [ �D = i℄. Noti
e, if the D-BMAP arrival pro
ess is a Poisson pro
ess,P [ �D = 0℄ is equal to P [ �D = 0℄. Eviden
e that the lower bound for the delay is 
lose to the exa
t delay ispresented in Se
tion 9.1.7 FS-ALOHA(++) and the Capture E�e
tIn radio 
hannels, a 
ollision of two (or more) requests does not ne
essarily destroy both requests. Be
auseof signal fading, requests from di�erent transmitting stations 
an arrive with very di�erent power levels,and the strongest request may survive. This situation, in whi
h one of the requests involved in a 
ollisionis nevertheless su

essfully re
eived, is termed 
apture. The surviving request is said to have 
aptured theother request(s) with whi
h it 
ollided. When 
apture o

urs, 
learly, the BS re
eives the su

essful request,but does not per
eive the 
aptured requests. However, the feedba
k from the BS allows the 
apturedrequests to realize that they have been 
aptured, be
ause the BS adds the address of the su

essful pa
ketto the feedba
k �eld. As a result, 
aptured requests will be retransmitted in the next frame. Noti
e, withFS-ALOHA(++), the servi
e ends whenever the N slots dedi
ated to the servi
e, as per
eived by the BS,do not hold a 
ollision (nor an error). Thus, be
ause the BS 
onsiders a 
apture event as a su

ess, theservi
e 
ould end before all requests belonging to the TSs in servi
e have been su

essfully transmitted.As a result, requests part of one TS might be obliged to join the next TS (if there is a next one, otherwisethey will be retransmitted as if they were new requests).The theoreti
ally unlimited shifting of requests between su

essive TSs, due to the 
apture e�e
t, is anundesirable e�e
t. Indeed, if only two requests are left in servi
e, without 
apture both would be su

essfulin the very near future. However, due to the 
apture, one of these requests might not be su

essful forquite some time. Thus, we 
an expe
t that 
apture in
reases the worst 
ase delays. There is anotherargument that supports this idea. Capture 
auses requests to shift between TSs, thus the FCFS order ofFS-ALOHA(++) is somewhat damaged. With respe
t to the delay variation of a queueing system, it isgenerally known that a FCFS servi
e dis
ipline guarantees the lowest delay variation (whereas LCFS theworst). Thus, any pro
ess that deranges the FCFS order, in
reases the delay variation.15



To avoid these negative e�e
ts due to 
apture, we 
ould slightly modify FS-ALOHA(++) in su
h away that more 
apture tends to improve the delay 
hara
teristi
s. Although, we are slightly adaptingFS-ALOHA(++), we do not assign a new name to the algorithm. The �rst modi�
ation goes as follows.Instead of ending the servi
e of a TS when the N slots dedi
ated to its servi
e do not hold a 
ollision (noran error), we end the servi
e if these N slots are all error free and empty. As a result, a 
apture event
annot o

ur in the last frame of the servi
e and all the requests belonging to the TSs that are being servedremain part of their TS.Obviously, 
apture 
an also o

ur in the S (or S+N) slots dedi
ated to the new arrivals. The approa
hused by su
h requests is referred to as the se
ond modi�
ation. One way to deal with this is to generatea TS unless all the slots used by the new arrivals are error free and empty. This turns out to be a badapproa
h, be
ause it 
auses FS-ALOHA to be
ome unstable even for Poisson arrivals with a mean ratebelow 1:5 requests per frame, a moderate error rate (e = 1=50), T = 10 
ontention slots and no 
apture.The unstability is formally observed by adapting the GI/M/1 Type Markov 
hain of Se
tion 4, in order toin
orporate both modi�
ations. Therefore, we suggest that a request that is 
aptured when transmittedin a slot that is available to the new arrivals, uses the following strategy: If the feedba
k provided by theBS indi
ates that a TS is formed, the 
aptured request simply joins the TS as if it was part of a 
apturefree 
ollision. Otherwise, the request will reattempt transmission in the slots dedi
ated to the new arrivalsin the next frame.Without 
apture o

urring, the modi�ed FS-ALOHA(++) performs worse than the original one. Inthis se
tion, we present a model that allows us to assess the magnitude of this penalty. Only a fewminor 
hanges are required to the GI/M/1 Type Markov 
hain presented in Se
tions 4 and 5, to evaluateFS-ALOHA(++) under the following 
onditions:� The modi�ed version of FS-ALOHA under D-BMAP arrivals, memoryless errors and no 
apture.� The modi�ed version of FS-ALOHA++ under Poisson arrivals, memoryless errors and no 
apture.Due to the modi�
ations made to FS-ALOHA(++), we 
an expe
t 
apture to improve the delay 
hara
-teristi
s. Indeed, a 
apture event in the N slots of the modi�ed version of FS-ALOHA(++) will alwaysredu
e the time needed to 
omplete servi
e, as well as the request pa
ket delays. A 
apture event in theS slots 
ould slightly in
rease the delay of a request, however, this in
rease is believed to be minor. As aresult, the \no 
apture" s
enario 
an, to a 
ertain extent, be 
onsidered a worst 
ase.First, de�ne ~P �N as a (K)qm + 1 � (K)qm + 1 matrix whose (i; j)th element, for (i; j) 6= (1; 1), equalspN(i � 1; j � 1) and whose (1; 1)th equals zero. The ith 
omponent of the (K)qm + 1 � 1 ve
tor ~P �N;0represents the probability that a TS ends provided that i � 1 requests are still 
ompeting. Thus, due tothe �rst modi�
ation to FS-ALOHA(++), we �nd~P �N;0 = 26664 (1� ~e)N0...0 37775 : (38)16



Repla
ing the matrix ~PN and the ve
tor ~PN;0 by ~P �N and ~P �N;0 in Se
tion 4 and 5, allows us to 
al
ulatethe delay distribution under both above-mentioned 
onditions. To further 
larify this, we express thetransition probabilities for FS-ALOHA:~A�0 = ( ~P �N + ~PEN )
 Il; (39)~A�i = ~P �N;0 
 ( ~FS)i�1 � ~E0S ~E1S : : : ~EqmS � ; (40)~B�0 = ~B0 = � ~E0S+N ~E1S+N : : : ~EqmS+N� ; (41)~B�1 = ~B1 = ~FS+N ; (42)~B�i = ~P �N;0 
 ( ~FS)i�1: (43)Noti
e, only the �rst l rows of ~A�i , for i > 0, and ~B�i , for i > 1, di�er from zero. This observation does notredu
e the 
omputation time of the R matrix signi�
antly, be
ause the iterations are done using Horner'ss
heme and the R matrix is dense.8 Numeri
al Results for FS-ALOHAIn this se
tion we explore the in
uen
e of 
orrelation, burstiness, the number of 
ontention slots T , mem-oryless errors and 
apture on the delay distribution of a request pa
ket using FS-ALOHA by means of theanalyti
al models presented in Se
tion 3, 4 and 7. Thus, new requests are either generated by a Poissonarrival pro
ess, or by a D-BMAP arrival pro
ess, allowing us to in
orporate 
orrelation and burstinessinto the traÆ
 stream. The 
omputation times for ea
h of the delay 
urves presented varies betweena few se
onds (Poisson arrivals) and a few minutes (D-BMAP arrivals) on a Sun Ultra Enterprise 2170with two 167 Mhz pro
essors and 3x128 Mbyte RAM. Unless Poisson arrivals are 
onsidered, we use thefollowing M state Markov 
hain to model the arrival pro
ess. The number of new requests generated in aframe, when the D-BMAP is in state j, is distributed binomially with parameters (jm; �), where m and� are parameters of the D-BMAP. Transitions between these M states 
an o

ur at the end of ea
h framea

ording to the following M �M transitions matrix PM :PM = 2666664 1� �+ �+ 0 : : : 0�� 1� �+ � �� �+ : : : 00 �� 1� �+ � �� : : : 0... ... ... . . . ...0 0 0 : : : 1� ��
3777775 : (44)Thus, the arrival pro
ess is 
hara
terized by the following �ve parameters: M , m, �, �� and �+. Highervalues of � in
rease the arrival rate, while de
reasing �� and �+ results in a stronger 
orrelated arrivalpro
ess. In this se
tion, the parameters M and m are �xed at 6 and 5, unless stated otherwise, whereasthe parameter � is set su
h that the arrival rate � is 0:2T requests per frame; hen
e, the throughput onthe 
ontention 
hannel is 20% (provided that the Markov 
hain is positive re
urrent). Finally, it shouldbe 
lear that this arrival pro
ess is an M -state D-BMAP that is 
hara
terized by the M �M matri
esD0; : : : ; DMm. The (j1; j2)th entry of Di equals (PM )j1;j2 Cmj1i �i (1� �)mj1�i.17



8.1 Poisson Arrivals vs. D-BMAP ArrivalsIn this se
tion we 
ompare the delay distribution of a request pa
ket for Poisson and D-BMAP arrivals.For now, the bit error rate (BER) is equal to zero; hen
e, we use the model presented in Se
tion 3. Forthe D-BMAP arrivals we �x �+ = �� = 1=5, therefore, the mean sojourn time in a state is small, i.e., 2.5frames. The number of 
ontention slots T = S+N = 10, whereas the number of S and N slots varies andis represented in the �gures by (S;N). The results are presented in Figure 4.A �rst, obvious, observation in Figure 4 is that the delays are larger for D-BMAP arrivals. This iseasily explained by noti
ing that the mean arrival rate for Poisson arrivals is �xed at 2, whereas for theD-BMAP arrivals we have time periods were the mean arrival rate is as low as 2=3:5 = 4=7, i.e., whenthe arrival pro
ess is in state one, and time periods were the mean arrival rate is as high as 24=7, i.e.,when the arrival pro
ess is in state M = 6. A se
ond observation is that the delay distribution de
aysexponentially5, ex
ept for N small. To some extent, this 
an be explained by means of Equation 16, thatis, if we forget about the q in Equation 16 and approximate (1� 1=N)q�1 by one, we get an exponentialde
ay. Finally, in [4℄, it was shown that, for Poisson arrivals, the best delays are obtained with S � N .Figure 4 seems to 
on�rm the usefulness of this engineering rule, whi
h is also based on the intuitive ideathat S � N provides the best balan
e between the TSs generation rate, related to S, and the TSs servi
etimes, related to N .8.2 The In
uen
e of the Number of Contention Slots (T)Apart from 
he
king whether the engineering rule 
on
erning the number of S and N slots as mentioned inthe previous se
tion, still applies, this se
tion addresses the issue whether it is worth implementing parallelinstan
es of FS-ALOHA in the 
ontention period. With parallel instan
es we mean the following. Supposethat we have T = T1T2 
ontention slots, with T1 � 3. Then, we 
ould use T2 instan
es of FS-ALOHA,ea
h one using T1 slots. New arrivals de
ide whi
h instan
e they use based on their arrival time|thatis, we partition the frame in T2 subframes and any new arrival o

urring in the i-th subframe, uses thei-th instan
e6. The use of parallel instan
es implies that we have T2 distributed FIFO queues with TSs,instead of one. Clearly, implementing multiple instan
es in
reases the 
omplexity of the algorithm, butperhaps the delay improvements outweigh the additional implementation e�ort.Figure 5 presents the results for T = S + N = 5 and T = 15 
ontention slots7. The input pro
ess isthe same as in the previous paragraph, ex
ept that � is 
hosen su
h that � = 0:2T . For T = 5 the bestresults are found for N larger than S, whereas for T = 15 we get the best results for S slightly largerthan N . In 
on
lusion 
hoosing S � N seems like a useful rule of thumb. As far as the parallel instan
esare 
on
erned, we 
an see, by 
omparing the results for T = 5 and 15, that the delays 
an be redu
ed by5This is not exa
tly true; what we mean here is that this seems to be the 
ase if we 
onsider the 1 to 10�10 region only.6Instead of using their arrival time, a request 
ould also sele
t the instan
e randomly. Given that the arrivals o

uruniformly in a frame, these two s
enarios 
oin
ide.7It should be noted that, provided that the arrivals o

ur uniformly in a frame, we 
an evaluate the performan
e of multipleinstan
es by adapting the value of � appropriately. Indeed, it is easy to show thatPg�k Cmig �g(1��)mi�g T�k2 (1�T�12 )g�k= Cmik (�=T2)k(1� �=T2)mi�k , where T2 denotes the number of instan
es used.18



a fa
tor two using three instan
es with T = 5 instead of one with T = 15. Thus, if a network designerprovisions a lot of 
ontention slots, we suggest to implement more than one instan
e of FS-ALOHA.8.3 Correlation and BurstinessIn this se
tion we study the in
uen
e of the mean sojourn time related to the M D-BMAP states onthe delay distribution. Noti
e, longer sojourn times imply a stronger 
orrelated and more bursty arrivalpro
ess. We use the D-BMAP de�ned in Se
tion 8 and start by setting �+ = �� large and de
reaseboth gradually. Re
all, the mean sojourn time in a state is �+=2 frames. The results presented in Figure6 indi
ate that the grouping strategy works well in limiting the delay in
rease due to the augmented
orrelation and burstiness. The sojourn time has only a limited in
uen
e on the delay in the right plot,be
ause the mean arrival rate asso
iate to state M = 2 equals 2:666 requests per frame, whi
h is wellbelow the maximum stable throughput for Poisson arrivals [2, 3℄. The mean arrival rate asso
iated tostate M = 6 in the left plot is 3:429, whi
h is very 
lose to the maximum stable throughput; hen
e, thelarge delays for �+ = �� small.8.4 Errors on the ChannelIn this se
tion we investigate the in
uen
e of errors on the 
hannel by means of the model presented inSe
tion 4. We start by setting ~e, the probability that a slot holds an error, equal to 1=250; : : : ; 1=15. Itis hard to state whether su
h a value of ~e is an optimisti
 or pessimisti
 estimate as the probability of anerror depends on the modulation s
heme, the signal-to-noise ratio (SNR), the forward error 
ontrol (FEC),length of a slot and mu
h more [13℄. For a wired 
hannel it is safe to say that ~e = 1=250 is very pessimisti
.We start by reprodu
ing Figure 4 for ~e = 0; 1=250; : : : ; 1=15 and S = N = 5. Numeri
al experiments, notreported here, have shown that errors have a similar impa
t on the delay for other 
hoi
es of S and N ,with S +N = 10 (a
tually, the impa
t of errors is slightly smaller for larger values of S).The results are presented in Figure 7, where the 
urves for ~e = 0 where obtained with the model inSe
tion 3. A �rst, obvious observation is that the delay in
reases with in
reasing ~e. Moreover, the resultsshow that the in
rease for Poisson arrivals is less 
ompared to D-BMAP arrivals. Thus, models thatstudy the impa
t of errors using Poisson arrivals are, from a pra
ti
al point of view, somewhat optimisti
.Therefore, we use D-BMAP arrivals for our remaining experiments. Finally, although the impa
t on thedelay distribution is small for ~e � 1=50, errors 
an seriously in
rease the delay for higher error rates ~e.Therefore, if the modulation s
heme, error 
odes, signal-to-noise ratio, ... 
annot guarantee an error rate~e less than 1=5T , the performan
e of FS-ALOHA might degrade drasti
ally.This rule is 
on�rmed by Figure 8, where we study FS-ALOHA for T = 5 and 15. For T = 15 theMarkov 
hain be
omes transient for ~e � 1=20 (a
tually, the 
hain be
omes unstable for ~e somewherebetween 1=20 and 1=21). For Poisson arrivals and T = 15 we get instability for ~e � 1=19, thus theinstability is only slightly in
uen
ed by the arrival pro
ess and is mainly determined by the error rate.These observations further indi
ate that the use of multiple instan
es of FS-ALOHA, ea
h with a small19



value of T , is not only better in terms of the su�ered delay, but also improves the sensitivity of thealgorithm towards errors.8.5 FS-ALOHA and Capture EventsIn Se
tion 7, we introdu
ed a modi�ed version of FS-ALOHA, designed to avoid requests to swit
h betweenTSs. In this se
tion, a 
omparison between the original FS-ALOHA and this modi�ed version is made.We 
onsider both Poisson and D-BMAP arrivals, di�erent error rates (these are in
luded in the �gures)and assume no 
apture. Noti
e, for the modi�ed version, the \no 
apture" s
enario is believed to be 
loseto a worst 
ase, that is, in
luding 
apture is expe
ted to improve the tail of the distribution.Figure 9 shows that the delay in
rease of the modi�ed version, 
ompared to the original FS-ALOHAalgorithm, is substantial. Thus, the modi�ed version of FS-ALOHA should not be implemented. This issomewhat expe
ted, be
ause high delays are not 
aused by a few TSs with a high number of requests,but are a 
onsequen
e of a high number of TSs with few 
ompetitors. In 
ase of no 
apture, using themodi�ed version in
reases the servi
e time of ea
h TS by one frame, and this additional frame 
auses, inits turn, a larger ba
klog in the FIFO queue. One 
an expe
t this to improve with the modi�ed versionof FS-ALOHA++, be
ause the penalty of the modi�ed FS-ALOHA++ algorithm is, approximately, oneframe per K TSs.9 Numeri
al Results for FS-ALOHA++The main opbje
tive of this se
tion is to demonstrate, by means of the models presented in Se
tion 5, 6and 7, that FS-ALOHA++, with K = 2 or 3, improves the robustness of FS-ALOHA. The best results forFS-ALOHA++ with Poisson arrivals and ~e = 0, are found when SK � N [2, 3℄. Numeri
al experiments,not in
luded in this paper, have indi
ated that this remains true if ~e > 0. Figure 10 reprodu
es the left plotof Figure 7 for K = 2 and 3, by means of the model presented in Se
tion 5. By 
omparing these �gures, itshould be 
lear that FS-ALOHA++ performes mu
h better when subjet to high error rates ~e. Serving TSssimultaneously improves the robustness of the algorithm with respe
t to errors, be
ause high error ratesgenerate a substantial number of empty TSs, i.e., TSs holding zero requests, and ea
h of these empty TSrequires one or more frames to be served when FS-ALOHA is employed. Whenever su
h an empty TSs isserved simultaneously with some other TS, FS-ALOHA++ gains at least one frame in 
omparison withFS-ALOHA.9.1 FS-ALOHA++ and D-BMAP arrivalsIn Se
tion 6 we presented a model that allowed us to �nd a lower bound for the delay of a request pa
ketwhen FS-ALOHA++ is subje
t to D-BMAP arrivals and memoryless errors. Poisson arrivals are a spe
ial
ase of D-BMAP arrivals, thus, we 
an 
ompare the results for Poisson arrivals using the model of Se
tion 5.Afterwards, we present some intuitive arguments that indi
ate why a similar lower bound 
an be expe
tedfor the D-BMAP arrival pro
ess de�ned in Se
tion 8. The results are presented in Figure 11. They indi
ate20



that the lower bound is fairly 
lose to the a
tual delay for di�erent parameter settings. Moreover, Figure11 indi
ates that we get a better approximation with higher error rates ~e and arrivals rates �. Finally, asexpe
ted, smaller K values result in a better approximation.We 
an expe
t a similar, or perhaps even better, approximation for the D-BMAP arrival pro
ess de�nedin Se
tion 8, be
ause the worst delays for D-BMAP arrivals are 
aused by the time periods with a highmean arrival rate and the higher the arrival rate, the better the approximation. The following D-BMAParrival pro
ess is used: M = 2;m = 15 and � is 
hosen su
h that � = 0:2T . �+ and �� are set at 1=5and are gradually de
reased to 1=1000. The parameters M and m are 
hanged, when 
ompared to theprevious se
tions, to redu
e the memory requirements of the analyti
al model. The rather high memoryrequirements are 
aused by the fa
t that the KM2m+M�KM2m+M matri
es �Ai de
rease rather slowlyto zero. By keeping Mm = 30 and redu
ing M , we have signi�
antly redu
ed the memory requirements.The results are presented in Figure 12. When 
ompared with the right plot in Figure 6, it is fair to saythat FS-ALOHA and FS-ALOHA++ perform similar as far as dealing with bursty and 
orrelated arrivalsis 
on
erned.9.2 FS-ALOHA++ and Capture EventsWe introdu
ed a modi�ed version of FS-ALOHA(++) in Se
tion 7. Se
tion 8.5 demonstrated that themodi�ed version of FS-ALOHA is unable to guarantee good delay bounds. Moreover, the algorithm wasvery sensitive to errors (see Figure 9). The modi�ed version of FS-ALOHA++ on the other hand is 
apableof guaranteeing delay bounds and is mu
h more robust with respe
t to errors. This is shown in Figure 13for Poisson arrivals (� = 2) and K = 2 and 3. Re
all, the \no 
apture" s
enario was 
onsidered a worst
ase s
enario for the modi�ed algorithm, whereas 
apture 
ould easily in
rease the worst 
ase delays of theoriginal algorithm (see Se
tion 7). Based on these and previous results, it is fair to say that the modi�edFS-ALOHA++ algorithm, where K = 3 outperforms K = 2, possesses good robustness properties withrespe
t to 
orrelated and bursty arrivals, errors and 
apture.10 Con
lusionsThe robustness of the 
ontention resolution algorithm FS-ALOHA(++) has been studied in this paperwith respe
t to errors, 
apture and Markovian arrivals. Several analyti
al models were developed bymeans of matrix analyti
al methods, allowing us to 
al
ulate the delay distribution of a request pa
ketunder di�erent 
ir
umstan
es. Prior work on FS-ALOHA has been limited to Poisson arrivals and errorand 
apture free 
hannels [2, 3, 4℄. A variety of numeri
al examples has shown that both FS-ALOHA andFS-ALOHA++ are 
apable of dealing with 
orrelated and bursty arrivals. However, the performan
e andstability of FS-ALOHA be
omes troublesome for the high error rates and is unsure when subje
t to 
aptureevents. FS-ALOHA++ was shown to be more robust towards errors. FS-ALOHA(++) was also slightlymodi�ed to eliminate possible negative e�e
ts of 
apture. However, the modi�ed version of FS-ALOHAperforms very poor and should not be used in pra
ti
e. The modi�ed version of FS-ALOHA++ on the21



other hand performs mu
h better and seems suitable for pra
ti
al purposes. Finally, it was 
on
luded thatimplementing multiple instan
es of FS-ALOHA(++) presents an attra
tive tradeo� between the su�ereddelay and the implementation 
osts.

22



Referen
es[1℄ C. Blondia. A dis
rete-time bat
h markovian arrival pro
ess as B-ISDN traÆ
 model. Belgian Journalof Operations Resear
h, Statisti
s and Computer S
ien
e, 32(3,4), 1993.[2℄ D. V�azquez Cortizo. Design and Analysis of MAC proto
ols for Wireless LAN. PhD thesis, Universityof Antwerp, May 2000.[3℄ D. V�azquez Cortizo, J. Gar
��a, and C. Blondia. FS-ALOHA++, a 
ollision resolution algorithm withQoS support for the 
ontention 
hannel in multiservi
e wireless LANs. In Pro
. of IEEE Globe
om,De
 1999.[4℄ D. V�azquez Cortizo, J. Gar
��a, C. Blondia, and B. Van Houdt. FIFO by sets ALOHA (FS-ALOHA):a 
ollision resolution algorithm for the 
ontention 
hannel in wireless ATM systems. Performan
eEvaluation, 36-37:401{427, 1999.[5℄ N. Golmie, Y. Saintillan, and D.H. Su. A review of 
ontention resolution algorithms for IEEE 802.14networks. IEEE Communi
ation Surveys, 2(1), 1999.[6℄ Q. He. Classi�
ation of Markov pro
esses of M/G/1 type with a tree stru
ture and its appli
ationsto queueing models. O.R. Letters, 26:67{80, 1999.[7℄ Q. He. Classi�
ation of Markov pro
esses of matrix M/G/1 type with a tree stru
ture and its appli-
ations to the MMAP[K℄/G[K℄/1 queue. Sto
hasti
 Models, 16(5):407{434, 2000.[8℄ Y-D Lin, W-M Yin, and C-Y Huang. An investigation into HFC MAC proto
ols: me
hanisms,implementation, and resear
h issues. IEEE Communi
ation Surveys, 3(3), 2000.[9℄ L. Musume
i, Paolo Gia
omazzi, and Luigi Fratta. Polling and 
ontention-based s
hemes for TDMA-TDD a

ess to wireless ATM networks. IEEE JSAC, 18(9):1597{1607, 2000.[10℄ M.F. Neuts. Markov 
hains with appli
ations in queueing theory, whi
h have a matrix geometri
invariant probability ve
tor. Adv. Appl. Prob., 10:185{212, 1978.[11℄ M.F. Neuts. Matrix-Geometri
 Solutions in Sto
hasti
 Models, An Algorithmi
 Approa
h. JohnHopkins University Press, 1981.[12℄ M.F. Neuts. Stru
tured Sto
hasti
 Matri
es of M/G/1 type and their appli
ations. Mar
el Dekker,In
., New York and Basel, 1989.[13℄ K. Pahlavan and A.H. Levesque. Wireless Information Networks. John Wiley and Sons, In
., NewYork, 1995.[14℄ B. Van Houdt, C. Blondia, O. Casals, and J. Gar
��a. Performan
e evaluation of a MAC proto
olfor broadband wireless ATM networks with QoS provisioning. Journal of Inter
onne
tion Networks(JOIN), 2(1):103{130, 2001.



[15℄ R. von Mises. Mathemati
al Theory of Probability and Statisti
s. A
ademi
 Press In
., New York,1964.
Downlink

Uplink

t

t

Frame Header Frame Header

Contention Period Contentionless Period

S slots N slots
T = S + N slotsFigure 1: Frame Stru
ture

current framegenerated
TS A is

generated generated generated generated generated generatedgenerated
TS B is TS C is TS D isno TS is no TS is no TS is no TS is

The current service of TSs A and BThe previous service of TSs

otherwise the queued TSs would be served before A and B.
It is the state of the DBMAP at this point in time that is remembered by the 
Markov chain, that is, the state after the K-th TS in service was generated.

At this point in time the distributed TS queue is empty, Figure 2: Example s
enario for K = 2 where the Markov 
hain is at level i = 5.
current framegenerated

no TS is
generated generated generated generated generated generatedgenerated

no TS is no TS is TS C isTS A is no TS is TS B is no TS is

The previous service of TSsService of TSs

It is the state of the DBMAP at this point in time that is remembered by the 
Markov chain, that is, the state at the start of the current service.

The current service of TS A 

TS, being  A. A frame before there were 3 TSs in the queue.
At this point in time the distributed TS queue holds a single Figure 3: Example s
enario for K = 2 where the Markov 
hain is at level i = 4.
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Figure 4: For T = 10, Left: Poisson arrivals (� = 2), Right: D-BMAP arrivals (M = 6, m = 5,�+ = �� = 1=5 and � su
h that the arrival rate � = 2).
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Figure 5: D-BMAP arrivals (M = 6, m = 5, �+ = �� = 1=5), Left: T = 5 and � su
h that � = 1,Right: T = 15 and � su
h that � = 3.
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Figure 9: S = N = 5, Left: Poisson arrivals � = 2, Right: D-BMAP arrivals (M = 6, m = 5,�+ = �� = 1=5 and � su
h that the arrival rate � = 2).
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0 5 10 15 20 25 30 35 40 45

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

Delay (Frames)

P
ro

ba
bi

lit
y

K = 2, S = 3, N = 7, λ = 2

e = 1/50
e = 1/15

Exact

Exact

Approx.

Approx.

Approx.

Exact

e = 1/10

0 5 10 15 20 25 30 35 40 45

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

e = 1/10

Delay (Frames)

P
ro

ba
bi

lit
y

e = 1/15e = 1/50

Exact

Exact

ExactApprox.

Approx.

Approx.

K = 3, S = 3, N = 7, λ = 2

0 5 10 15 20 25 30 35 40 45

10
−10

10
−8

10
−6

10
−4

10
−2

10
0

K = 2, S = 5, N = 5, λ = 2

e = 1/10

e = 1/15

e = 1/50

Delay (Frames)

P
ro

ba
bi

lit
y Exact

Exact

Exact

Ap.

Ap.

Ap.

0 10 20 30 40 50 60 70 80 90
10

−9

10
−8

10
−7

10
−6

10
−5

10
−4

10
−3

10
−2

10
−1

10
0

e = 1/50
e = 1/200

e = 1/30

Exact

Exact

Exact

Approx.

Approx.

Approx.

Delay (Frames)

P
ro

ba
bi

lit
y

K = 2, S = 3, N = 7, λ = 3

Figure 11: For T = 10, ~e = 1=200; : : : ; 1=10 and Poisson arrivals, Top Left: K = 2; S = 3; N = 7; � = 2,Top Right: K = 3; S = 3; N = 7; � = 2, Bottum Left: K = 2; S = N = 5; � = 2, Bottum Right:K = 2; S = 3; N = 7; � = 3.
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Figure 12: D-BMAP arrivals, � su
h that � = 2, M = 2, m = 15, ~e = 0, T = 10; S = 3; N = 7, Left:K = 2, Right: K = 3.
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Figure 13: For T = 10; S = 3; N = 7, ~e = 1=25; 1=50 and 1=500, Poisson arrivals (� = 2), Left: K = 2,Right: K = 3.


