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#### Abstract

A new methodology to assess transient performance measures of tree-like processes is proposed by introducing the concept of tree-like processes with marked time epochs. As opposed to the standard tree-like process, such a process marks part of the time epochs by following a set of Markovian rules. Our interest lies in obtaining the system state at the $n$-th marked time epoch as well as the mean time at which this $n$-th marking occurs. The methodology transforms the transient problem into a stationary one by applying a discrete Erlangization and constructing a reset Markov chain. A fast algorithm, with limited memory usage, that exploits the block structure of the reset Markov chain is developed and is based, among others, on Sylvester matrix equations and fast Fourier transforms. The theory of tree-like processes generalizes the well-known paradigm of Quasi-Birth-Death Markov chains and has various applications. We demonstrate our approach on the celebrated Capetanakis-Tsybakov-Mikhailov (CTM) random access protocol yielding new insights on its initial behavior both in normal and overload conditions.


## 1. INTRODUCTION

Over the last three decades, broad classes of frequently encountered queueing models have been analyzed by matrixanalytic methods [22, 23, 18]. The embedded Markov chains in these models are two-dimensional generalizations of the classic $M / G / 1$ and GI/M/1 queues, and quasi-birth-death (QBD) processes. Matrix-analytic models include notions such as the Markovian arrival process (MAP) and the phasetype $(\mathrm{PH})$ distribution, both in discrete and continuous time. Considerable efforts have been put into the development of efficient and numerically stable methods for their analysis [5]. There is also an active search for accurate matching algorithms for both PH distributions and MAP arrivals when

[^0]modeling communication systems, e.g., $[2,7,15]$.
One of the more recent paradigms within the field of matrixanalytic methods has been its generalization to discrete-time bivariate Markov chains $\left\{\left(X_{k}, N_{k}\right), k \geq 0\right\}$, in which the values of $X_{k}$ are the nodes of a $(d+1)$-ary tree (and $N_{k}$ takes values between 1 and $h$ ). By limiting the type of transitions that can occur in such a Markov chain, tree structured Markov chains of the M/G/1- [27], GI/M/1- [36] and QBDtype [35] have been developed. In each of these models the transitions fulfill a spacial homogeneity property, that is, the transition probability between two nodes depends only on the spacial relationship between the two nodes and not on their specific values. Setting $d=0$ reduces these Markov chains to the standard M/G/1-, GI/M/1- and QBD-type chains.

The set of tree-like processes [4] was originally introduced as a subclass of the tree structured QBD Markov chains. Meanwhile, it has been shown that any tree structured QBD can be reduced to a tree-like process [30]. Typical applications of tree-like processes include single server queues with a LIFO service discipline $[36,27,14,13]$. In $[29,34,31]$ tree-like processes were used to analyze a set of well-known random access algorithms, called tree or splitting algorithms. Some recent work also indicates that tree-like processes can be used to study priority queues [32]. Various numerical methods exist to examine the stability of a tree-like process and to determine its stationary behavior.

In this paper we focus on the transient behavior of tree-like processes. Our contribution is both of theoretical and practical nature. First, we introduce a new framework called treelike processes with marked time epochs to assess transient performance measures in a unified manner. Such a process distinguishes itself from the common tree-like process in the sense that as it evolves it also marks part of the time epochs. Any transient problem that can be linked to the $n$-th marking, for some $n$, of some tree-like process with marked time epochs, can be dealt with using our methodology. Second, to analyze this new process (that is, to generate numerical results) we developed an efficient algorithm that uses a discrete Erlangization to approximate the system state at the $n$-th marking. The main building block of this algorithm is a so-called reset Markov chain. Such a Markov chain allows us to reformulate the transient problem at hand into a stationary problem of an expanded Markov chain. When performing this stationary analysis we further exploit the
block triangular block Toeplitz (btbT) structure of the matrices involved.

We also demonstrate our approach by analyzing the transient behavior of the celebrated binary tree algorithm by Capetanakis, Tsybakov and Mikhailov (CTM) [9, 28], for random access systems. The key characteristic of the CTM algorithm is its underlying tree (or stack) structure. Tree algorithms have received considerable attention over the last three decades and are still analyzed within the context of various networking areas. The use of tree algorithms in cable-TV networks (i.e., Hybrid-Fiber Coaxial networks) has been proposed by various authors including $[17,16,8]$, where the focus was either on the frame structure, large round-trip times or the finite population. A lot of this work was motivated by the activities of the IEEE 802.14 working group on tree algorithms [12]. Tree algorithms as a means to solve collision resolution problems have been addressed in the context of Ad-Hoc networks [26], where the residual battery energy affects the splitting process, and W-CDMA systems [1] with a priority random-access protocol. A unified probabilistic treatment to assess the asymptotic behavior of tree algorithms has also appeared more recently [24, 20], avoiding the need to resort to complex analysis techniques.

By considering the transient regime of tree algorithms we can get an understanding of the initial protocol dynamics even when the system is overloaded (that is, the overall input rate $\lambda$ is above the maximum stable throughput). To the best of our knowledge, it is the first time that analytical results of this type are provided for the CTM protocol. The link between the CTM algorithm and tree-like processes necessary to apply our new methodology was established in [29]. The transient behavior of other protocol variations can be investigated in a similar manner by relying on the results presented in [34].

Transient measures for discrete time Markov chains are often obtained through an iterative or recursive approach, e.g., one starts with the initial probability vector and subsequently multiplies this vector with the transition matrix $P$ (while exploiting its structure). Even if the event of interest occurs rather early in time, such an approach causes extra difficulties for tree-like processes as the number of states that can be visited by the chain at time $t$ grows exponentially fast. Problems like this are circumvented by our approach as we perform a single steady state analysis of an expanded Markov chain.

The paper is structured as follows. We start by giving some background information on tree-like processes, including their definition and some of the key equations related to their stationary behavior (Section 2). This is followed by the introduction of our new framework, called tree-like processes with marked time epochs (Section 3.1). Afterward, a discrete Erlangization technique is applied to construct the reset Markov chain that transforms the transient problem in a stationary one (Section 3.2). A key role in obtaining the reset MC's stationary behavior is played by the $V$ matrix, for which several algorithms are presented (Section 3.3). Next, we demonstrate how to derive the transient measure of interest from the matrix $V$ (Section 3.4). We apply our framework to assess a number of transient
performance measures associated with the well-known CTM protocol (Section 4).

The work presented in this paper is in the same spirit as [33], which was limited to the special case where $d=0$, i.e., the standard set of QBD processes.

## 2. SOME BACKGROUND ON TREE-LIKE PROCESSES

The set of tree-like processes [4] was first introduced as a subclass of the set of tree structured Quasi-Birth-Death Markov chains and afterward shown to be equivalent to them [30]. This section provides some background information on this type of discrete time Markov chains (MCs). Consider a discrete time bivariate $\mathrm{MC}\left\{\left(X_{t}, N_{t}\right), t \geq 0\right\}$ in which the values of $X_{t}$ are represented by nodes of a $(d+1)$-ary tree, for $d \geq 0$, and where $N_{t}$ takes integer values between 1 and $h$. We will refer to $X_{t}$ as the node and to $N_{t}$ as the auxiliary variable of the MC at time $t$. With some abuse of notation, we shall refer to this MC as $\left(X_{t}, N_{t}\right)$. The root node of the $(d+1)$-ary tree is denoted as $\emptyset$ and the remaining nodes are denoted as strings of integers, where each integer takes a value between 0 and $d$. For instance, the $k$-th child of the root node is represented by $k$, the $l$-th child of the node $k$ by $k l$, and so on. Throughout this paper, we use the ' + ' to denote the concatenation on the right and '-' to represent the deletion from the right. For example, if $J=k_{1} k_{2} \ldots k_{n}$, then $J+k=k_{1} k_{2} \ldots k_{n} k$. Let $f(J, k)$, for $J \neq \emptyset$, denote the $k$ rightmost elements of the sting $J$, then $J-f(J, 1)$ represents the parent node of $J$.

The following restrictions need to apply for an $\mathrm{MC}\left(X_{t}, N_{t}\right)$ to be a tree-like process. At each step the chain can only make a transition to its parent (i.e., $X_{t+1}=X_{t}-f\left(X_{t}, 1\right)$, for $\left.X_{t} \neq \emptyset\right)$, to itself $\left(X_{t+1}=X_{t}\right)$, or to one of its own children $\left(X_{t+1}=X_{t}+s\right.$ for some $\left.0 \leq s \leq d\right)$. Moreover, the chain's state at time $t+1$ is determined as follows:

$$
\begin{aligned}
& P\left[\left(X_{t+1}, N_{t+1}\right)=\left(J^{\prime}, j\right) \mid\left(X_{t}, N_{t}\right)=(J, i)\right]= \\
& \qquad \begin{cases}\bar{f}^{i, j} & J^{\prime}=J=\emptyset \\
\bar{b}^{i, j} & J^{\prime}=J \neq \emptyset \\
\bar{d}_{k}^{i, j} & J \neq \emptyset, f(J, 1)=k, J^{\prime}=J-f(J, 1), \\
\bar{u}_{s}^{i, j} & J^{\prime}=J+s, s=0, \ldots, d, \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Notice, the transition probability between two nodes depends only on the spacial relationship between the two nodes and not on their specific values. We can now define the $h \times h$ matrices $\bar{D}_{k}, \bar{B}, \bar{F}$ and $\bar{U}_{s}$ with respective $(i, j)^{t h}$ elements given by $\bar{d}_{k}^{i, j}, \bar{b}^{i, j}, \bar{f}^{i, j}$ and $\bar{u}_{s}^{i, j}$. This completes the description of the tree-like process. Notice, a tree-like process is fully characterized by the matrices $\bar{D}_{k}, \bar{B}, \bar{U}_{s}$ and $\bar{F}$.

Next we introduce a number of matrices that play a crucial role when studying the stability and stationary behavior of a tree-like process. The fundamental period of a tree-like process starting in state $(J+k, i)$ is defined as the first passage time from the state $(J+k, i)$ to one of the states $(J, j)$, for $j=1, \ldots, h$. Let $G_{k}$, for $0 \leq k \leq d$, denote the matrix whose $(i, v)^{t h}$ element is the probability that the MC is in state $(J, v)$ at the end of a fundamental period which started in state $(J+k, i)$. Let the $(i, v)^{t h}$ element of the matrix $R_{k}$ denote the expected number of visits to state
$(J+k, v)$ before visiting node $J$ again, given that $\left(X_{0}, N_{0}\right)=$ $(J, i)$. Finally, let $V$ denote the matrix whose $(i, v)^{t h}$ element is the taboo probability that starting from state $(J+k, i)$, the process eventually returns to node $J+k$ by visiting $(J+k, v)$, under the taboo of the node $J$. Notice, due to the restrictions on the transition probabilities, the matrix $V$ does not depend on $k$. Yeung and Alfa [35] were able to show that the following expressions hold for these matrices:

$$
\begin{align*}
G_{k} & =(I-V)^{-1} D_{k},  \tag{1}\\
R_{k} & =U_{k}(I-V)^{-1},  \tag{2}\\
V & =B+\sum_{s=0}^{d} U_{s} G_{s} . \tag{3}
\end{align*}
$$

Combining these equations, we have the following relation:

$$
\begin{equation*}
V=B+\sum_{s=0}^{d} U_{s}(I-V)^{-1} D_{s} . \tag{4}
\end{equation*}
$$

Provided that the tree-like process $\left\{\left(X_{t}, N_{t}\right), t \geq 0\right\}$ is ergodic (which is the case if and only if the all the $G_{k}$ matrices are stochastic or likewise if and only if the spectral radius of $R=R_{0}+R_{1}+\ldots+R_{d}$ is less than one), define

$$
\begin{aligned}
\bar{\pi}_{i}(J) & =\lim _{t \rightarrow \infty} P\left[X_{t}=N_{t}=i\right], \\
\bar{\pi}(J) & =\left(\bar{\pi}_{1}(J), \bar{\pi}_{2}(J), \ldots, \bar{\pi}_{h}(J)\right) .
\end{aligned}
$$

The vectors $\bar{\pi}(J)$ can be computed from $\bar{\pi}(\emptyset)$ using the relation $\bar{\pi}(J+k)=\bar{\pi}(J) R_{k}$ and $\bar{\pi}(\emptyset)$ is found by solving the boundary condition $\bar{\pi}(\emptyset)=\bar{\pi}(\emptyset)\left(\sum_{k} R_{k} D_{k}+F\right)$ with the normalizing restriction that $\bar{\pi}(\emptyset)(I-R)^{-1} e=1$ (where $e$ is a column vector with all its entries equal to one).

## 3. TREE-LIKE PROCESS WITH MARKED TIME EPOCHS

### 3.1 Process Definition

In order to develop a novel framework to derive transient performance measures in a unified manner, we introduce the tree-like process with marked time epochs. As such a tree-like process evolves, each time epoch is either marked or not, where the marking rules typically depend on the performance measure of interest. In Section 3.3 and 3.4 we will present a number of algorithms that allow us to compute (i) the system state at the $n$-th marked time epoch and (ii) the average time epoch at which the $n$-th marking occurs.

Consider a MC $\left\{\left(X_{t}, N_{t}, M_{t}\right), t \geq 0\right\}$, where the values of $X_{t}$ are nodes of a $(d+1)$-ary tree, $N_{t}$ takes values that range from 1 to $h$ and $M_{t}=m$ or $u .\left(X_{t}, N_{t}, M_{t}\right)$ is a tree-like process with marked time epochs if the transition probabilities are of the following form, for $y=m$ and $u$ :

$$
\begin{aligned}
& P\left[\left(X_{t+1}, N_{t+1}, M_{t+1}\right)=\left(J^{\prime}, j, y\right) \mid\left(X_{t}, N_{t}\right)=(J, i)\right]= \\
& \begin{cases}\bar{f}^{i, j, y}, & J^{\prime}=J=\emptyset, \\
\bar{b}^{i, j, y} & J^{\prime}=J \neq \emptyset, \\
\bar{d}^{i, j, j, y} & J \neq \emptyset, f(J, 1)=k, J^{\prime}=J-f(J, 1), \\
\bar{u}_{s}^{i, j, y} & J^{\prime}=J+s, s=0, \ldots, d, \\
0 & \text { otherwise }\end{cases}
\end{aligned}
$$

Notice, the value of $M_{t+1}$ is affected by ( $X_{t}, N_{t}$ ) and ( $X_{t+1}$, $N_{t+1}$ ), but not by $M_{t}$ (given $\left(X_{t}, N_{t}\right)$ ); hence, the value
of $M_{0}$ is irrelevant. Next, define the $h \times h$ matrices $\bar{D}_{k}^{y}$, $\bar{B}^{y}, \bar{F}^{y}$ and $\bar{U}_{s}^{y}$, for $y=m$ and $u$, in the obvious manner. Furthermore, let

$$
\begin{aligned}
\bar{D}_{k} & =\bar{D}_{k}^{m}+\bar{D}_{k}^{u}, \\
\bar{B} & =\bar{B}^{m}+\bar{B}^{u}, \\
\bar{U}_{s} & =\bar{U}_{s}^{m}+\bar{U}_{s}^{u}, \\
\bar{F} & =\bar{F}^{m}+\bar{F}^{u},
\end{aligned}
$$

for $0 \leq k, s \leq d$. Remark that $\left\{\left(X_{t}, N_{t}\right), t \geq 0\right\}$ is a tree-like process characterized by the matrices $\overline{\bar{D}}_{k}, \bar{B}, \bar{F}$ and $\bar{U}_{s}$. We state that the $t^{t h}$ time epoch of this tree-like process is marked if and only if $M_{t+1}=m$. Therefore, the nonnegative matrix $\bar{D}_{k}^{m}$ contains the probabilities that $\left(X_{t}, N_{t}\right)=(J+k, i)$, while $\left(X_{t+1}, N_{t+1}\right)=(J, j)$ and time epoch $t$ gets marked. $\bar{D}_{k}^{u}$ contains the probabilities for the same event, but without marking time $t$. A similar interpretation can be given for the other matrices. Whether a time epoch $t$ is marked therefore depends on the transition from time $t$ to time $t+1$. We refer to the initial time epoch as time $t=0$ and when performing the transient analysis we limit ourselves to the case where the tree-like process is in the root node at time $t=0$, that is, the probability that we start in state $(\emptyset, i)$ is given by the $i^{t h}$ entry of the stochastic vector $\alpha_{i n i}$.

Apart from the introduction of this new framework, one of the main contributions in this paper lies in the development of efficient algorithms to compute the system state, either in an exact or approximated manner, of the MC $\left(X_{t}, N_{t}\right)$ at the $n$-th marked time epoch. As a byproduct we will also derive the average time at which this $n$-th marking occurs, which is often an important performance measure on its own. For this purpose, we will combine the concepts of a discrete Erlangization and a reset Markov chain. The idea of applying an Erlangization to assess transient results dates back to Ross [25], who applied this technique to approximate the system state at time $t$ of a finite continuous time Markov chain. Reset Markov chains were also used in the context of [33].

### 3.2 Discrete Erlangization and reset Markov chains

Denote the $i^{\text {th }}$ entry of the $1 \times h$ vector $\pi_{n}^{m}(J)$ as the probability that the Markov chain $\left\{\left(X_{t}, N_{t}\right), t \geq 0\right\}$ is in state $(J, i)$ at the $n$-th marked time epoch. The key property of a discrete Erlangization is that we can approximate the system state at the $n$-th marking $t^{m}(n)$ by considering the system state at the $Z_{l, n}$-th marked time epoch $t^{m}\left(Z_{l, n}\right)$, where $Z_{l, n}$ is a negative binomially distributed (NBD) random variable with $l$ phases and a mean $n$, for $l(\leq n)$ sufficiently large. Setting $l=n$ would result in exact results, however $l$ cannot always be set to $n$ as the reset MC might become periodic (see further on). Using the NBD as a reset time implies, among others, that the transition blocks of the reset MC presented below have a special structure that can be exploited when computing the MC's steady state probabilities.

To compute the system state at time $t^{m}\left(Z_{l, n}\right)$, we make use of an expanded Markov chain, called a reset Markov chain. The key feature of such a Markov chain is that it reformulates the transient problem of computing $t^{m}\left(Z_{l, n}\right)$, into a steady state analysis. Consider the stochastic process
that evolves according to $\left\{\left(X_{t}, N_{t}, M_{t}\right), t \geq 0\right\}$, but that is repeatedly reset when leaving the $Z_{l, n}$-th marked time epoch (meaning a transition occurs to state ( $X_{0}=\emptyset, i, m$ ) with probability $\left.\left(\alpha_{i n i}\right)_{i}\right)$. Hence, if we perform a Bernoulli trial with parameter $p=l / n$ each time we have a transition out of a marked time epoch, the system is reset whenever $l$ successes have occurred. We define the reset counter as being the number of pending successes before the next reset event. It is clear that this reset counter takes values in the range $\{1,2, \ldots, l\}$. When we add this reset counter as an additional auxiliary variable to the tree-like process $\left\{\left(X_{t}, N_{t}\right), t \geq 0\right\}$, we obtain a Markov chain $\left\{\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right), t \geq\right.$ $0\}$, where $\mathcal{N}_{t}$ has the set $\{(i, j) \mid 0 \leq i \leq l, 0 \leq j \leq h\}$ as its range. Remark, if we succeed in computing the stationary behavior of the expanded MC $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$, we can easily find the system state just prior to a reset event, which is exactly the system state at time $t^{m}\left(Z_{l, n}\right)$. The transition probabilities of the reset MC can be written as

$$
\begin{aligned}
& P\left[\left(\mathcal{X}_{t+1}, \mathcal{N}_{t+1}\right)=\left(J^{\prime},\left(i^{\prime}, j^{\prime}\right)\right) \mid\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)=(J,(i, j))\right]= \\
& \begin{cases}f^{i, j, i^{\prime}, j^{\prime}} & J^{\prime}=J=\emptyset, \\
b^{i, j, i^{\prime}, j^{\prime}} & J^{\prime}=J \neq \emptyset, \\
d_{k}^{i, j, i^{\prime}, j^{\prime}} & |J|>1, f(J, 1)=k, \\
c_{k}^{i, j, i^{\prime}, j^{\prime}} & J^{\prime}=J-f(J, 1), \\
d_{k}^{i, j, i^{\prime}, j^{\prime}}+c_{1, k}^{i, j, i^{\prime}, j^{\prime}} \\
u_{s}^{i, j, i^{\prime}, j^{\prime}} & |J|>1, f(J, 1)=k, J^{\prime}=\emptyset, \\
0 & J^{\prime}=J+J^{\prime}=\emptyset, s, s=0, \ldots, d,\end{cases}
\end{aligned}
$$

where $|J|$ represents the length of the string $J$. Let $d_{k}^{i, j, i^{\prime}, j^{\prime}}$, $c_{k}^{i, j, i^{\prime}, j^{\prime}}, b^{i, j, i^{\prime}, j^{\prime}}, f^{i, j, i^{\prime}, j^{\prime}}$ and $u_{s}^{i, j, i^{\prime}, j^{\prime}}$ be the $\left((i-1) h+j,\left(i^{\prime}-\right.\right.$ 1) $\left.h+j^{\prime}\right)^{t h}$ entry of the $l h \times l h$ matrix $D_{k}, C_{k}, B, F$ and $U_{s}$, respectively. One readily establishes that these matrices are given by:

$$
\begin{align*}
D_{k} & =\left(I \otimes\left(\bar{D}_{k}^{u}+(1-p) \bar{D}_{k}^{m}\right)\right)+\left(S_{0} \otimes p \bar{D}_{k}^{m}\right), \\
B & =\left(I \otimes\left(\bar{B}^{u}+(1-p) \bar{B}^{m}\right)\right)+\left(S_{0} \otimes p \bar{B}^{m}\right), \\
U_{s} & =\left(I \otimes\left(\bar{U}_{s}^{u}+(1-p) \bar{U}_{s}^{m}\right)\right)+\left(S_{0} \otimes p \bar{U}_{s}^{m}\right), \\
C_{k} & =S_{1} \otimes p \bar{T}_{k}^{m} e \alpha_{\text {ini }} . \tag{5}
\end{align*}
$$

where $\bar{T}_{k}^{m}=\bar{D}_{k}^{m}+\bar{B}^{m}+\sum_{s=0}^{d} \bar{U}_{s}^{m}$. In these equations $I$ denotes the $l \times l$ unity matrix, $e$ is a column vector of the appropriate dimension with all entries equal to one and $S_{0}$ is an $l \times l$ matrix with ones on the first diagonal below the main diagonal and all other entries equal to zero. The matrix $S_{1}$ has only one entry different from zero, being the last entry on the first row, which equals one. The matrix $F$ that governs the transitions from the root node to itself can be written as

$$
\begin{aligned}
F= & \left(I \otimes\left(\bar{F}^{u}+(1-p) \bar{F}^{m}\right)\right)+\left(S_{0} \otimes p \bar{F}^{m}\right) \\
& +\left(S_{1} \otimes p\left(\bar{F}^{m} e+\sum_{s=0}^{d} \bar{U}_{s}^{m} e\right) \alpha_{i n i}\right)
\end{aligned}
$$

Consider the reset MC $\left\{\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right), t \geq 0\right\}$ and define its transition matrix $P^{l, n}$ of infinite (countable) size such that the strings are ordered lexicographically-that is, $J<J^{\prime}$ if either $|J|<\left|J^{\prime}\right|$ or there exists an $k>0$ such that the $J-f(J, k)=J^{\prime}-f\left(J^{\prime}, k\right)$ and the $(|J|-k+1)$-th entry of $J$ is smaller than that of $J^{\prime}$. The block matrix $P^{l, n}$ has the same structure as that of any tree-like process (see [4]),
therefore, the components $\pi^{l, n}(J)$, defined as

$$
\begin{aligned}
\pi_{(i, j)}^{l, n}(J) & =\lim _{t \rightarrow \infty} P\left[\mathcal{X}_{t}=J, \mathcal{N}_{t}=(i, j)\right], \\
\pi_{i}^{l, n}(J) & =\left(\pi_{(i, 1)}^{l, n}(J), \pi_{(i, 2)}^{l, n}(J), \ldots, \pi_{(i, h)}^{l, n}(J)\right), \\
\pi^{l, n}(J) & =\left(\pi_{1}^{l, n}(J), \pi_{2}^{l, n}(J), \ldots, \pi_{l}^{l, n}(J)\right),
\end{aligned}
$$

of its stationary probability vector have the same form as those of a tree-like process, i.e., $\pi^{l, n}(J+k)=\pi^{l, n}(J) R_{k}$, except for $\pi^{l, n}(\emptyset)$ (see Section 2 ). Hence, we can easily compute the necessary components of $\pi^{l, n}=\left(\pi^{l, n}(\emptyset), \pi^{l, n}(1)\right.$, $\left.\pi^{l, n}(2), \ldots\right)$ once the $l h \times l h$ matrix $V$, defined by Eq. (3), and the vector $\pi^{l, n}(\emptyset)$ are obtained. As $l h$ can be considerably large, we will speed up their computation by exploiting the structure of the $D_{k}, B, U_{s}$ and $C_{k}$ matrices. Three such algorithms to determine $V$ are presented in the next section. A sufficient condition for the existence of $\pi^{l, n}$ is that the average reset time of $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$ is finite, irrespective of whether the MC $\left(X_{t}, N_{t}\right)$ is ergodic. The finiteness of the average reset time is often obvious from an operational point of view. If not, it can be verified rigorously by checking whether the special radius of $R=R_{0}+\ldots+R_{d}$ is less than one (the $G_{k}$ matrices of $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$ need not to be stochastic due to the reset events).

### 3.3 Computing the $v$ matrix

(A) The $l h \times l h$ matrix $V$ is the smallest nonnegative solution to Eqn. (4) and can be computed by a standard fixed point iteration [4]. That is, the matrix $V$ is obtained as $\lim _{N \rightarrow \infty} V[N]$ from the recursion

$$
\begin{equation*}
V[N+1]=B+\sum_{s=0}^{d} U_{s}(I-V[N])^{-1} D_{s}, \tag{6}
\end{equation*}
$$

where $V[0]=B$. We can however benefit from the structural properties of the $B, U_{s}$ and $D_{s}$ matrices involved to make this recursion faster. The matrices $B, U_{s}$ and $D_{s}$ (for $(0 \leq$ $s \leq d$ ) are all lower block bidiagonal matrices (see Eqn. (5)). Let us denote the blocks on the main diagonal of a lower block bidiagonal matrix $X$ as $X^{(0)}$ and the blocks below the main diagonal as $X^{(1)}$. Hence,

$$
\begin{array}{ll}
B^{(0)}=\bar{B}^{u}+(1-p) \bar{B}^{m}, & B^{(1)}=p \bar{B}^{m}, \\
U_{s}^{(0)}=\bar{U}_{s}^{u}+(1-p) \bar{U}_{s}^{m}, & U_{s}^{(1)}=p \bar{U}_{s}^{m}, \\
D_{s}^{(0)}=\bar{D}_{s}^{u}+(1-p) \bar{D}_{s}^{m}, & D_{s}^{(1)}=p \bar{D}_{s}^{m} .
\end{array}
$$

The lower block bidiagonal structure implies that $V$ has a block triangular block Toeplitz (btbT) structure. As a consequence, it suffices to determine the first block column of $V$ in order to know the entire matrix. That is, a btbT matrix $Y$ is completely characterized by its first block column as follows:

$$
Y=\left[\begin{array}{ccccc}
Y^{(0)} & 0 & \cdots & \cdots & 0 \\
Y^{(1)} & Y^{(0)} & \cdots & \cdots & 0 \\
\vdots & \ddots & \ddots & \ddots & \vdots \\
Y^{(l-2)} & \ddots & \ddots & Y^{(0)} & 0 \\
Y^{(l-1)} & Y^{(l-2)} & \cdots & Y^{(1)} & Y^{(0)}
\end{array}\right]
$$

Notice also that the btbT structure is preserved by every operation used in Eqn. (6), meaning all $V[N], G_{k}$ and $R_{k}$ matrices are also btbT. Making use of Eqn. (1-4), we can
calculate matrix $V[N+1]$ from matrix $V[N]$ using block column vectors only. First, set

$$
R_{k}^{(i)}[N+1]= \begin{cases}U_{k}^{(0)} W^{(0)}[N] & i=0, \\ U_{k}^{(0)} W^{(i)}[N]+U_{k}^{(1)} W^{(i-1)}[N] & i>0,\end{cases}
$$

where the btbT matrix $W[N]=(I-V[N])^{-1}$ can be calculated in a the time and memory complexity of $O\left(l^{2} h^{3}\right)$ and $O\left(l h^{2}\right)$, respectively. The time complexity can be further reduced to $O\left(l h^{3}+l \log (l) h^{2}\right)$ by making use of fast Fourier transforms (see [19, Chapter 2]). Second, compute $V[N+1]$ as

$$
\begin{aligned}
& V^{(i)}[N+1]= \\
& \qquad \begin{cases}B^{(0)}+\sum_{k} R_{k}^{(0)}[N+1] D_{k}^{(0)} & i=0, \\
\sum_{k}\left(R_{k}^{(i)}[N+1] D_{k}^{(0)}+R_{k}^{(i-1)}[N+1] D_{k}^{(1)}\right)+ & \\
1[i=1] B^{(1)} & i>0 .\end{cases}
\end{aligned}
$$

As a result, the amount of memory needed to compute $V$ is only linear in $l$ as opposed to square.
(B) A second approach is to compute the blocks $V^{(0)}, \ldots$, $V^{(l-1)}$ that characterize the matrix $V$ recursively. If we consider only the first block row of Eqn. (4), we get

$$
\begin{equation*}
V^{(0)}=B^{(0)}+\sum_{s=0}^{d} U_{s}^{(0)}\left(I-V^{(0)}\right)^{-1} D_{s}^{(0)} \tag{7}
\end{equation*}
$$

As $V^{(0)}$ has size $h \times h$ only, we can rely on the standard fixed point iteration presented in Eqn. (6) for its computation. Due to (4) we can establish the following equation for $V^{(i)}$, for $i>0$ :

$$
\begin{equation*}
V^{(i)}=K_{i}+\sum_{s=0}^{d} U_{s}^{(0)} W^{(0)} V^{(i)} W^{(0)} D_{s}^{(0)}, \tag{8}
\end{equation*}
$$

with $W^{(0)}=\left(I-V^{(0)}\right)^{-1}$ and

$$
K_{i}=1[i=1] B^{(1)}+
$$

$$
\begin{aligned}
& \sum_{s=0}^{d}\left[U_{s}^{(1)} W^{(i-1)} D_{s}^{(0)}+U_{s}^{(0)} W^{(0)}\left(\sum_{k=1}^{i-1} V^{(k)} W^{(i-k)}\right) D_{s}^{0}\right. \\
& \left.+\left(U_{s}^{(1)} W^{(i-2)} 1[i>1]+U_{s}^{(0)} W^{(i-1)}\right) D_{s}^{(1)}\right]
\end{aligned}
$$

Notice, having computed $V^{(0)}, \ldots, V^{(i-1)}$ allows us to compute $K_{i}$ (as these suffice to compute the $W^{(k)}$ matrices, for $k<i$, that characterize the btbT matrix $\left.(I-V)^{-1}\right)$.

Two iterative approaches [4] can be followed to retrieve $V^{(i)}$ from Eqn. (8). Both start by setting $V^{(i)}[0]=K_{i}$. A first iteration consists in generation the sequence $V^{(i)}[N]$ as

$$
\begin{equation*}
V^{(i)}[N+1]=K_{i}+\sum_{s=0}^{d} U_{s}^{(0)} W^{(0)} V^{(i)}[N] W^{(0)} D_{s}^{(0)} . \tag{9}
\end{equation*}
$$

The second one generates a sequence by solving the Sylvester matrix equation

$$
\begin{align*}
& V^{(i)}[N+1]-U_{0}^{(0)} W^{(0)} V^{(i)}[N+1] W^{(0)} D_{0}^{(0)}= \\
& K_{i}+\sum_{s=1}^{d} U_{s}^{(0)} W^{(0)} V^{(i)}[N] W^{(0)} D_{s}^{(0)} . \tag{10}
\end{align*}
$$

For the sake of completeness we present an Hessenberg algorithm that solves a Sylvester matrix equation of the form $X+A X B=C$ in the Appendix. The Sylvester scheme will typically result in fewer iterations, however, more time is needed to perform a single iteration, making the first approaches often the fastest. Compared to the algorithm presented in (A) both schemes tend to be significantly faster. However, as reported in [4], the convergence of (9) and (10) is not guaranteed, as opposed to the convergence of algorithm (A). For the application discussed in Section 4 we experienced no convergence problems for both (9) and (10).

### 3.4 Calculating the probability vectors $\pi_{n}^{m}(J)$

Having obtained the $l h \times l h$ matrix $V$, we are now in a position to compute the stationary measure $\pi^{l, n}$ of the reset MC $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$. Consider the Markov chain obtained by censoring $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$ on the states of the root node $(\emptyset,(i, j))$. Its transition matrix $P_{\emptyset}^{l, n}$ can be written as

$$
\begin{aligned}
P_{\emptyset}^{l, n} & =(F+V-B)+ \\
& (e-(F+V-B) e)\left((0, \ldots, 0,1) \otimes \alpha_{i n i}\right),
\end{aligned}
$$

where $\otimes$ denotes the Kronecker matrix product. The matrix $F$ covers the single step transitions, whereas $V-B$ holds all the paths from the root node to itself that start with a transition to one of its child nodes without the occurrence of a reset event (as Eqn. (3) implies that $\sum_{s=0}^{d} U_{s}(I-V)^{-1} D_{s}=$ $V-B)$. The return state $(i, j)$ of all the remaining paths from $\emptyset$ to itself is of the form $(l, j)$ and is determined by $\alpha_{i n i}$ as the final transition of these paths is a reset event.

The vector $\pi^{l, n}(\emptyset)$ corresponding to the root node $\emptyset$, is the invariant vector of $P_{\emptyset}^{l, n}$, normalized as

$$
\pi^{l, n}(\emptyset)(I-R)^{-1} e=1 .
$$

The matrix $P_{\emptyset}^{l, n}$ has a special structure, which we can exploit when computing $\pi^{l, n}(\emptyset)$. More precisely, it is the sum of a btbT matrix $(F+V-B)$ and an lbC matrix, where an lbC matrix is a matrix with its nonzero entries all positioned in the last block column. In order to compute $\pi^{l, n}(\emptyset)$ efficiently, we can therefore rely on the algorithm presented in [33, Section 5], the time and space complexity of which equal $O\left(m^{3} l^{2}\right)$ and $O\left(m^{2} l\right)$, respectively. The remaining components of the stationary measure $\pi^{l, n}$ for the nodes of the form $J+k$ are given by $\pi^{l, n}(J+k)=\pi^{l, n}(J) R_{k}$, where the matrices $R_{k}$ (with $0 \leq k \leq d$ ) can be calculated via Eqn. (2). Fast Fourier transforms can be used to speed up the computation of the components $\pi^{l, n}(J+k)$, because of the btbT structure of $R_{k}$ (see [33, Section 5] for details).

We now indicate how the probability vector $\pi_{Z_{l, n}}^{m}(J)$, used to approximate the system state $\pi_{n}^{m}(J)$ at the $n$-th marked time epoch, can be obtained from $\pi^{l, n}(J)$. The $j$-th entry of the vector $\pi_{Z_{l, n}}^{m}(J)$ holds the probability that the MC $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$ is in state $(J,(1, j))$ provided that a reset event occurs, hence,

$$
\begin{aligned}
\pi_{Z_{l, n}}^{m}(\emptyset) & =\frac{\left(\pi_{1}^{l, n}(\emptyset) \cdot \phi_{0}\right) p}{c} \\
\pi_{Z_{l, n}}^{m}(J+k) & =\frac{\left(\pi_{1}^{l, n}(J+k) \cdot \phi_{1, k}\right) p}{c} .
\end{aligned}
$$

Here, $\phi_{0}$ and $\phi_{1, k}$ are the transposed vectors of $\bar{F}^{m} e+$
$\sum_{s=0}^{d} \bar{U}_{s}^{m} e$ and $\bar{T}_{k}^{m} e$ respectively and '. ' denotes the pointwise matrix product. The normalization constant $c$, which guarantees that $\sum_{J} \pi_{Z_{l, n}}^{m}(J) e=1$, is identical to the probability that a reset event occurs at an arbitrary time instant. It can be verified, using the structural properties of $\pi^{l, n}$, that $c=\gamma e$, where the $1 \times h$ vector $\gamma$ is given by

$$
\begin{equation*}
\gamma / p=\pi_{1}^{l, n}(\emptyset) \cdot \phi_{0}+\pi^{l, n}(\emptyset)(I-R)^{-1}\left(\sum_{k=0}^{d} R_{k}^{(*)} \cdot\left(e \phi_{1, k}\right)\right), \tag{11}
\end{equation*}
$$

where $R_{k}^{(*)}$ represents the first block column of the btbT matrix $R_{k}$. Notice, in order to calculate the normalization constant $c$, it suffices to know the probability vector corresponding to the root node of the reset MC. The average time after which the $Z_{l, n}$-th reset event takes place $\bar{t}_{n}=1 / c$, which may be regarded as an approximation to the average time at which the $n$-th marking occurs, is thus found as a byproduct and is often of particular interest on its own. Exact results can be generated provided that setting $l=n$ does not cause periodicity in the $\mathrm{MC}\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$.

## 4. TRANSIENT ANALYSIS OF THE CTM PROTOCOL WITH FREE ACCESS

In this section we make use of our new framework to analyze the transient behavior of the celebrated Capetanakis-Tsybakov-Mikhailov (CTM) protocol [9, 28, 10, 11] for random multiple access communication. An abundance of papers has been devoted to evaluate its performance (see [21] for an extensive overview), to the best of our knowledge none have been devoted to its transient behavior. We will restrict ourselves to the basic binary CTM algorithm with free access. Other protocol variations are also within reach of our framework as their behavior can often be captured by a tree-like process (see [34]).

The following standard assumptions are made [3, 21]. A single channel is shared among an infinite population of users that transmit packetized messages. A user is said to becomes active as soon as he has a message ready for transmission. Users refrain from generating new messages while being active. The time is slotted and each slot has a fixed duration, equal to the length of a packet. Transmissions of a packet are assumed to occur at the beginning of a time slot and each transmission is within the reception range of every user. Binary feedback (collision/no collision) is immediately available at the end of each time slot. Simultaneous transmissions are destructive, in the sense that all packet involved become corrupt. However, a discrete-time batch Markovian arrival process (D-BMAP) is used to model the user activity, which greatly relaxes the standard Poisson assumption. Some of the other standard assumptions can be further relaxed if necessary.

The D-BMAP process [6] is the discrete-time counterpart of the BMAP and is characterized by a sequence of $h^{*} \times h^{*}$ matrices $B_{n}$, for $n \geq 0$, the entries of which are denoted by $b_{n}^{i, j}$. These matrices have the following probabilistic interpretation. If the D-BMAP is in state $i\left(1 \leq i \leq h^{*}\right)$ at the start of slot $t, n$ users become active and the state of the D-BMAP equals $j\left(1 \leq j \leq h^{*}\right)$ at the beginning of slot $t+1$ with a probability $b_{n}^{i, j}$. The arrivals are assumed to occur on the boundary of time slot $t-1$ and $t$, meaning the $n$
users that became active can transmit their packet as early as time slot $t$.

The CTM protocol is a collision resolution algorithm in which users continue to retransmit a packet until it is correctly received. Apart from the immediate feedback, users do not exchange any information about their activity on the channel, as a consequence contention has to be resolved without any additional information. In order to resolve contention the CTM protocol divides the users involved in a collision into two groups $G R(1)$ and $G R(2)$. The users of the first group $G R(1)$ retransmit their packet in the next time slot, while users of the second group $G R(2)$ wait until the first group is resolved (meaning all messages belonging to $G R(1)$ have to be transmitted successfully and the users of $G R(2)$ need to be aware of this). The algorithm has a recursive nature, in the sense that if $G R(1)$ causes another collision, $G R(1)$ is split into two groups $G R(1 a)$ and $G R(1 b)$, and so on. Notice, in this case the users of $G R(2)$ need postpone any retransmission attempts until both $G R(1 a)$ and $G R(1 b)$ have been resolved. The channel access protocol is assumed to be the free access protocol. This means that users that become active immediately-that is, at the start of the next slot boundary-access the channel.

By allowing the immediate participation of new arrivals in the contention tree, this problem can be regarded as a dynamic tree algorithm. The asymptotic behavior of tree algorithms that do not support this dynamic feature were studied in [24, 20]. Some transient statistics on these (nondynamic) tree algorithms can also be derived from our setting. For instance, by assuming Poisson arrivals with $\lambda=0$ and by considering a conflict of size $n$ as the initial state, we could compute the mean time until the $i$-th success (for $i \leq n$ ) of a size $n$ conflict. By repeatedly resetting the treelike process at the $i$-th success, exact results can be realized for limited values of $n$. Numerical results not presented here, show that one typically observes a linear growth as a function of $i$.

In the CTM protocol each active user maintains an integer value, referred to as the current stack level. A user that became active during slot $t-1$ initializes its current stack level for slot $t$ at zero. A user is allowed to send its packet during the current time slot if its current stack level equals zero. The current stack level of a user is updated as follows. If slot $t$ does not hold a collision, all users with a current stack level for slot $t$ equal to $i>0$ set their current stack level for slot $t+1$ to $i-1$. If slot $t$ however holds a collision, the current stack level for slot $t+1$ is set to $i+1$ and users with a current stack level for slot $t$ equal to zero are divided into two groups. A user joins the first (resp. the second) group with a probability $q$ (resp. $1-q$ ) and sets its current stack level for time $t+1$ to zero (resp. one). Remark, the current stack level maintained by a user may be regarded as the number of pending groups that require resolution before the user is allowed to retransmit.

Let us now briefly indicate how to model the CTM protocol as a tree-like process (for more details see [29]). Consider the Markov chain $\left\{\left(\mathbb{X}_{t}, \mathbb{N}_{t}\right), t \geq 0\right\}$. Let $\mathbb{X}_{t}$ be the string holding the current stack level for slot $t$ for all backlogged stations, i.e., stations with a current stack level (for slot $t$ )
larger than zero. The sample space of the random variable $\mathbb{X}_{t}$ is $\Omega_{1}=\{\emptyset\} \cup\left\{J: J=s_{k} \ldots s_{1}, s_{j} \geq 0,1 \leq j \leq k, k \geq 1\right\}$. For instance, if $\mathbb{X}_{t}=s_{k} \ldots s_{1}$ there are $\sum_{i=1}^{k} s_{i}$ backlogged stations and the current stack level equals $i$ for $s_{i}$ of the backlogged stations. The auxiliary variable $\mathbb{N}_{t}$ holds both the number of active stations with a current stack level for slot $t$ equal to zero and the state of the D-BMAP at the start of slot $t+1$. Its sample space is given by $\Omega_{2}=\{(n, j)$ : $\left.n \geq 0,1 \leq j \leq h^{*}\right\}$.

The Markov chain ( $\mathbb{X}_{t}, \mathbb{N}_{t}$ ) (with state space $\Omega_{1} \times \Omega_{2}$ ) has a tree structure, but each node has an infinite number of children. To reduce this MC to a tree-like process one can approximate $\left(\mathbb{X}_{t}, \mathbb{N}_{t}\right)$ by a bivariate Markov chain $\left(\mathbb{X}_{t}^{d}, \mathbb{N}_{t}^{d}\right)$, obtained by setting a maximum value $d$ on the number of stations that can have a same current stack level for slot $t$. This way, each node of $\mathbb{X}_{t}^{d}$ has only $(d+1)$ children and the variable $\mathbb{N}_{t}^{d}$ has a finite range of size $h=h^{*}(d+1)$. The introduction of the value $d$ as a restriction on the number of stations having the same current stack level, implies that some packets get dropped whenever a situation occurs in which more than $d$ packets attain the same current stack level value. The CTM protocol does not drop packets, thus, $d$ has to be chosen large enough such that number of dropped packets can be neglected (e.g., $<10^{-10}$ ). In practice, setting $d=10$ or 15 often suffices.

For further use, we will now quickly reintroduce the matrices $\bar{D}_{k}, \bar{U}_{s}$ and $\bar{F}$ that fully characterize the tree-like process $\left(\mathbb{X}_{t}^{d}, \mathbb{N}_{t}^{d}\right)$. The matrices $\bar{D}_{k}$ cover the transition probabilities from state $(J+k,(i, j))$ to the state $\left(J,\left(i^{\prime}, j^{\prime}\right)\right)$. This happens when slot $t$ does not hold a collision, which implies
$\bar{D}_{k}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right)= \begin{cases}\left(B_{i^{\prime}-k}\right)_{j, j^{\prime}} & i \leq 1, i^{\prime} \geq k, i^{\prime}<d, \\ \sum_{n \geq d-k}\left(B_{n}\right)_{j, j^{\prime}} & i \leq 1, i^{\prime} \geq k, i^{\prime}=d, \\ 0 & \text { otherwise. }\end{cases}$
The matrices $\bar{U}_{s}$ hold the transition probabilities of going from state $(J+k,(i, j))$ to the state $\left(J+k s,\left(i^{\prime}, j^{\prime}\right)\right)$, which happens when a collision occurs in slot $t$. Hence,

$$
\begin{align*}
& \bar{U}_{s}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right)= \\
& \left\{\begin{array}{c}
\left.C_{s}^{i} q^{i-s} \tilde{q}^{s}\left(B_{i^{\prime}-(i-s)}\right)\right)_{j, j^{\prime}} \\
i>1, i \geq s, i^{\prime} \geq i-s, i^{\prime}<d, \\
C_{s}^{i} q^{i-s} \tilde{q}^{s} \sum_{n \geq d-(i-s)}\left(B_{n}\right)_{j, j^{\prime}} \\
i>1, i \geq s, i^{\prime} \geq i-s, i^{\prime}=d, \\
0 \\
\text { otherwise },
\end{array}\right. \tag{13}
\end{align*}
$$

where $\tilde{q}=1-q$ and $C_{s}^{i}$ denotes the number of different possible combinations of $s$ from $i$ different items. Finally, the transition probabilities that the process goes from state $(\emptyset,(i, j))$ to the state $\left(\emptyset,\left(i^{\prime}, j^{\prime}\right)\right)$ are given by the matrix $\bar{F}$. This matrix is given by

$$
\bar{F}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right)= \begin{cases}\left(B_{i^{\prime}}\right)_{j, j^{\prime}} & i \leq 1, i^{\prime}<d  \tag{14}\\ \sum_{n \geq d}\left(B_{n}\right)_{j, j^{\prime}} & i \leq 1, i^{\prime}=d \\ 0 & \text { otherwise }\end{cases}
$$

We are now in a position to apply our framework to assess some transient performance measures of the CTM protocol.

Let us first take a look at the transient throughput of the CTM algorithm. The throughput $T_{n}$ in slot $n$ equals the


Figure 1: Throughput in slot $n$ under Poisson arrivals: the influence of $l$ on the accuracy
probability that a packet is successfully transmitted in slot $n$. This happens when there is exactly one station with its current stack level equal to zero for slot $n$. We can apply our framework by marking all time epochs, i.e., $D_{k}^{u}=B^{u}=$ $U_{s}^{u}=F^{u}=0$, as this probability is readily available from the system state at time $n$. More specifically, we have

$$
T_{n}=\sum_{j=1}^{h^{*}} \pi_{n}^{m}(1, j), \text { where } \pi_{n}^{m}(i, j)=\sum_{J} \pi_{n}^{m}(J,(i, j)),
$$

and $\pi_{n}^{m}(J,(i, j))$ are the obvious $h=h^{*}(d+1)$ components of the vector $\pi_{n}^{m}(J)$. An simple expression for $T_{n}$ can be found from the $1 \times h$ vector $\gamma=\left(\gamma_{0}, \gamma_{1}, \ldots, \gamma_{d}\right)$, defined by Eqn. (11), with $\gamma_{i}=\left(\gamma_{i}(1), \ldots, \gamma_{i}\left(h^{*}\right)\right)$. That is, $\gamma / c$ contains, for each combination of the current stack level $i$ and the state of the D-BMAP process $j$, the probability that, at the $n$-th marking there are $i$ stations with a current stack level equal to zero, while the state of the D-BMAP process is $j$. Hence,

$$
T_{n}=\sum_{j=1}^{h^{*}} \frac{\gamma_{1}(j)}{c} .
$$

We first present some results in case the user activity is modeled as a Poisson arrival process, that is, we set $B_{n}=$ $e^{-\lambda} \lambda^{n} / n$ !, for $n \geq 0$. Flajolet and Jacquet [11] have shown that the CTM algorithm with free access (with $q=0.5$ ) is stable under a Poisson flow of arrivals if the arrival rate $\lambda<0.360177$. We refer to this value as the maximum stable throughput (MST) of the random access algorithm.

Figure 1 depicts some approximations $T_{n}^{l}$ for the transient throughput $T_{n}$ for different values of $l$, the number of phases of the negative binomial distribution used to setup the reset process. $T_{n}^{l}$ is computed in the same manner as $T_{n}$, except that the vectors $\pi_{n}^{m}(J)$ are approximated by $\pi_{Z_{l, n}}^{m}(J)$. The rate of the Poisson process $\lambda=0.3$. As mentioned earlier, in some cases we cannot set $l$ equal to $n$ as this causes the MC $\left(\mathcal{X}_{t}, \mathcal{N}_{t}\right)$ to become periodic. Marking all time epochs will always cause periodicity, therefore the best approximation we can realize is by setting $l$ equal to $n-1$. Figure 1 indicates that smaller values of $l$ will result in a larger underestimation of the throughput $T_{n}$, however, for relatively small values


Figure 2: Throughput in slot $n$ under Poisson arrivals for various arrival rates $\lambda$


Figure 3: Throughput in the n-th slot
of $l$ we still obtain a quite accurate approximation of the throughput compared to letting $l=n-1$. Working with a smaller $l$ value implies that less time and memory is needed for the computation of the matrix $V$ and the probability vectors $\pi_{Z_{l, n}}^{m}(J)$. For $l=100$, the computation time, as given by the Matlab Profiler, is close to 30 seconds using an Intel Pentium M 1.70 GHz processor with 1 GB of memory. The Windows Task Manager indicated a peak memory usage of 80 Mb for the entire Matlab session during the calculation of this figure.

In Figure 2 we compare the transient throughput for different arrival rates $\lambda$. For $\lambda=0.3$, we notice that the transient throughput rapidly converges to the input rate $\lambda$. When we take the arrival rate $\lambda$ closer to the MST (e.g., $\lambda=0.36$ ), the throughput grows more slowly over time, but still seems to reach the input rate for $n$ large enough. One can also observe that taking values for $\lambda$ above the MST, does not seem to result in an output rate that is above the MST. Actually, for slot $n=10^{7}$ we have $T_{n}^{100}=0.35996$ and $T_{n}^{100}=0.35812$ for $\lambda=0.36$ and $\lambda=0.365$, respectively. For such arrival rates a somewhat higher throughput is often achieved in the first few slots, as shown in Figure 3. After this initial phase during which several stations get backlogged, the number of collisions increases as the new arrivals need to compete with


Figure 4: Average time $\bar{t}_{\text {suc }}(n)$ until the $n$-th success under Poisson input


Figure 5: Average time $\bar{t}_{\text {col }}(n)$ until the $n$-th collision under Poisson input
some of these backlogged stations.
Next, we will calculate the average time $\bar{t}_{s u c}(n)$ at which the $n$-th successful transmission takes place. To apply our framework, it suffices to mark all time epochs that correspond to a successful transmission. The matrices $\bar{D}_{k}^{m}, \bar{U}_{s}^{m}$ and $\bar{F}^{m}$ that mark a time epoch are calculated from the matrices $\bar{D}_{k}, \bar{U}_{s}$ and $\bar{F}$, given by Eqns. (12-14), as follows:

$$
\bar{D}_{k}^{m}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right)= \begin{cases}\bar{D}_{k}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right) & \text { if } i=1 \\ 0 & \text { otherwise }\end{cases}
$$

for $k=0, \ldots, d$ and

$$
\bar{F}^{m}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right)= \begin{cases}\bar{F}\left((i, j),\left(i^{\prime}, j^{\prime}\right)\right) & \text { if } i=1 \\ 0 & \text { otherwise } .\end{cases}
$$

The entries of the matrices $\bar{U}_{s}$ are equal to zero for $i=1$, hence, $\bar{U}_{s}^{m}=0$. When computing $\bar{t}_{\text {suc }}(n)$, we can set $l$ equal to $n$ to generate exact results. Recall, $\bar{t}_{s u c}(n)=\bar{t}_{n}=1 / c$, where $c$ is the normalization constant defined in Section 3.4.

Figure 4 shows the mean time $\bar{t}_{s u c}(n)$ that passes until the $n$-th successful transmission occurs, for $n=50,100$ and 200. If this rate is low, the number of slots needed to transmit $n$ packets successfully is relatively high. When $\lambda$ increases $\bar{t}_{s u c}(n)$ decreases up to some point where a mini-


Figure 6: Throughput in the $n$-th slot
mum is reached, afterward $\bar{t}_{\text {suc }}(n)$ increases again. This can be understood as follows. When $\lambda$ is low, the total number of packets generated is small and therefore a considerable amount of time is required to generate $n$ packets, most of these packets are successful during their first attempt. Higher values of $\lambda$ reduce the time required to generate $n$ packets, but at the same time also increases the mean number of transmission attempts needed. When the arrival rate becomes too large, the effect of the increased collision probability starts to dominate, which causes the minimum. Our results indicate that for large values of $n$, the rate $\lambda$ for which $\bar{t}_{\text {suc }}(n)$ is minimal, can become larger than the MST.

Similarly, define $\bar{t}_{c o l}(n)$ as the average time at which the $n$ th collision takes place. To determine $\bar{t}_{c o l}(n)$ we can apply our framework with

$$
\bar{D}_{k}^{m}=\bar{F}^{m}=0 \text { and } \bar{U}_{s}^{m}=\bar{U}_{s} .
$$

Remark, each time epoch where at least two stations have a current stack level equal to zero are marked, as these stations will transmit their packet in the next time slot causing a collision. The average time until the $n$-th collision is depicted in Figure 5 , for $n=50,100,200$. As one can expect, this average time decreases as the Poisson arrival rate increases.

Until now, we assumed that the users become active according to a Poisson process. As a final result, we will consider a two-state Markov modulated Poisson process as well. When in the first (the second) state, stations become active according to a Poisson process with rate $\lambda_{1}\left(\lambda_{2}\right)$. Transitions between the two states take place with a probability 0.001 at the end of each time slot, that is, the average sojourn time in both states is 1000 slots. We assume that the system is initialized in state 1. Figure 6 shows the transient throughput for different values of $l$ for $\lambda_{1}=0.5$ and $\lambda_{2}=0.1$. Therefore the matrices $B_{n}$ are given by

$$
B_{n}=\left[\begin{array}{cc}
0.999 e^{\lambda_{1}} \lambda_{1}^{n} / n! & 0.001 e^{\lambda_{1}} \lambda_{1}^{n} / n! \\
0.001 e^{\lambda_{2}} \lambda_{2}^{n} / n! & 0.999 e^{\lambda_{2}} \lambda_{2}^{n} / n!
\end{array}\right]
$$

As can be seen in Figure 6, during the first 1000 to 1500 slots the throughput decreases, after which it slowly starts to grow toward the arrival rate $\lambda=0.3$. This is in line with the previous observations: initially we have an overloaded
system as $\lambda_{1}=0.5$ which causes the initial decrease as explained before. On average, after about 1000 slots, the state of the D-BMAP will change to $\lambda_{2}=0.1$, allowing the backlogged stations to access the channel more often. As the CTM protocol is still stable under this arrival process, the throughput will eventually converge to $\lambda=0.3$ as $n$ goes to infinity. How one checks the stability of the CTM protocol under D-BMAP arrivals is explained in [29].

## APPENDIX

For reasons of completeness, we present a Hessenberg type algorithm to solve a Sylvester matrix equation of the type $X+A X B=C$.

## Algorithm:

- Input: the matrices $A, B$ and $C$.
- Apply a Hessenberg decomposition on the matrix $A$ : $A=P H P^{*}$, where $P^{*}$ denotes the complex conjugate of $P$ and $P$ is a unitary matrix (meaning $P P^{*}=I$ ).
- Let $U^{*} B U=T$ be a complex Schur decompostion of $B$, with $U$ unitary and $T$ a triangular matrix.
- By premultiplying $X+A X B=C$ by $P^{*}$ and postmultiplying it by $U, X+A X B=C$ can be rewritten as $H Y T+Y=F$, with $H$ a Hessenberg and $T$ a triangular matrix. Here, $Y=P^{*} X U$ and $F=P^{*} D U$.
- Denote $z_{i}$ and $z_{i j}$ as the $i$-th column and the $(i, j)$-th entry of a matrix $Z$, respectively. Then, considering the $i$-th column of the equation $H Y T+Y=F$ gives us $\left[I+t_{i i} H\right] y_{i}=f_{i}-\sum_{j=1}^{i-1} t_{j i} H y_{j}$.
- Hence, to compute $X$ we need to solve $d$ linear Hessenberg systems, where $d$ denotes the dimension of the square matrices $A, B$ and $C$.

This algorithm has a time complexity of $O\left(d^{3}\right)$. It is easy to implement as for instance each of the decompositions required is a Matlab built-in function. Moreover, the ' $\backslash$ ' Matlab command to solve the $d$ linear systems recognizes the Hessenberg structure and solves each of the systems in $O\left(d^{2}\right)$ time. Notice, from Eqn. (10) that we only need to perform the Hessenberg and the Schur decomposition once because $A=U_{0}^{(0)} W^{(0)}$ and $B=W^{(0)} D_{0}^{(0)}$, which are independent of the values of $k$ and $N$.
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