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Abstract. Recent studies emerged the need for representations of fre-
quent itemsets that allow to estimate supports. Several methods have
been proposed that achieve this goal by generating only a subset of all
frequent itemsets. In this paper, we propose another approach, that given
a minimum support threshold, stores only a small portion of the original
database from which the supports of frequent itemsets can be estimated.
This representation is especially valuable in case one is interested in fre-
quent itemset of size at least some threshold value. However, we also
present methods for estimating the support of smaller frequent itemsets.

1 Introduction

Due to the large amount of frequent itemsets that can be generated from trans-
actional databases, recent studies emerged the need for concise representations
of all frequent itemsets. In the context of inductive databases, one wants to an-
swer support queries as efficiently as possible. Not only the effort to obtain the
supports is important, but also the storage capacity needed plays an important
role. This resulted in several successful algorithms that generate only a small
portion of all frequent itemsets that allow to derive the support of all other fre-
quent itemsets [2,3,4,5,6,7]. The drawback of some of these algorithms is that
they compute representations which are difficult to interpret and to understand.

Two extreme examples of such algorithms are the following: When the pri-
mary concern is the data storage, the database itself can serve as representation
for the frequent sets. Indeed, in many cases the number of unique transactions in
the database is smaller than the number of all frequent itemsets. To obtain the
support of itemsets, one simply scans the database and count. When time is of
importance, the set of frequent itemsets itself provides an efficient representation
since the support of an itemset is obtained by a simple lookup.

It is therefore only natural to ask for intermediate representations that store
parts of both the transaction database and the set of frequent itemsets. In this
paper, we define such a representation and report some initial investigations.
To the best of our knowledge, such intermediate representations have not been
considered before.

The transaction database part of this representation is obtained by trimming.
The idea is to modify the transaction database optimally for finding all frequent



sets of size larger than a certain size k. This is done by throwing away transac-
tions from the database that do not contribute to the support of any frequent
k-itemset and by throwing away items from all transactions that no longer occur
in any frequent k-itemset supported by that transaction. A similar technique is
used to speed up Apriori-like algorithms, such as DHP [11] and DCI [10].

Although the frequencies of frequent itemsets of size larger or equal to k can
be retrieved easily from such a trimmed database, this is less obvious for smaller
itemsets.

We provide three approaches to obtain information about the support of
itemsets of size smaller than k. The first approach consists of simply adding
these frequent sets to the representation; in this way, the representation be-
comes intermediate. The second approach estimates the support of an itemset
by computing it relative the the trimmed database. The last approach uses affine
transformations to obtain more accurate estimates for the supports of these small
itemsets.

The paper is organized as follows. In Section 2 we provide the necessary
definitions. Section 3 explains the process of database trimming and Section 4
shows three ways of dealing with small itemsets. In Section 5, we end the paper
with some final thoughts and ideas for future work.

2 Preliminaries

Let I be a set of items. A subset of I is called an itemset, or a k-itemset if
it consists of k items. A transaction over I is a pair (tid, I) where tid is the
transaction identifier and I is an itemset. A transaction (tid, I) supports an
itemset J ⊆ I if J ⊆ I. A transaction database D over I is a finite set of
transaction over I.

The cover of an itemset I in D is the set of transactions in D which support
I:

cover (I,D) := {(tid, J) ∈ D | I ⊆ J} .

The support of an itemset I in D, denoted by s(I,D), is the size of its cover in D.
The cover of a set of itemsets I1, . . . , Ik in D, denoted by cover({I1, . . . , Ik},D),
is the union of the covers of the itemsets.

Let σ be a natural number, then an itemset I is σ-frequent in D if s(I,D)
≥ σ. We will denote the set of σ-frequent k-itemsets in D by Fk,σ(D), or Fk,σ

when D is clear from the context. Also, Fσ := ∪∞i=0Fi,σ, F≥k,σ := ∪∞i=kFi,σ and
F<k,σ := ∪k−1

i=0 Fi,σ.
For any (tid, I) ∈ D and a set of itemsets S, let

I [S] := {i | i ∈ J ∧ J ∈ S ∧ J ⊆ I} .



3 Trimming the database

In this section we propose a representation for all frequent itemsets of size at
least a certain k. The representation consists of a transaction database which is
smaller than the original transaction database, and is obtained by trimming the
original database.

3.1 Horizontal Trimming

The horizontal trimming consists of throwing away transactions from the database
that do not contribute to the support of any frequent k-itemset. Define for
k = 1, 2, . . . , |I|,

Hk,σ := cover(Fk,σ,D).

Since the number of transactions supporting frequent k-itemsets decreases as k
increases. i.e.,

D ⊇ H1,σ ⊇ · · · ⊇ H|I|,σ,

we have that cover(F≥k,σ,D) = cover(Fk,σ,D). We obtain the following:

Lemma 1. For any k = 1, 2, . . . , |I|, we have that for any I ∈ F≥k,σ,

s(I,D) = s(I,Hk,σ). (1)

Proof. Since Hk,σ ⊆ D, we immediately have the inequality s(I,D) ≥ s(I,Hk,σ).
We now prove that for I ∈ F≥k,σ also s(I,D) ≤ s(I,Hk,σ) holds. Let (tid, J) ∈
cover(I,D). Now, I ∈ F≥k,σ implies that cover(I,D) ⊆ cover(F≥k,σ,D) = Hk,σ,
and hence also (tid, J) ∈ cover(I,Hk,σ). ut

This lemma implies that itemsets of size at least k are σ-frequent in D if and
only if they are frequent in Hk,σ. Hence, the following theorem holds.

Theorem 1. For any k and σ,

F≥k,σ(Hk,σ) = F≥k,σ(D).

3.2 Vertical Trimming

The vertical trimming consists of throwing away items from all transactions that
no longer occur in any frequent k-itemset supported by that transaction.

Define for k = 1, 2, . . . , |I|,

Vk,σ := {(tid, I[Fk,σ]) | (tid, I) ∈ D}.

Similar to Theorem 1 we obtain:

Theorem 2. For any k and σ,

F≥k,σ(Vk,σ) = F≥k,σ(D).



3.3 Combined Trimming

The combined trimming consists of performing both horizontal and vertical trim-
ming. Define for k = 1, 2, . . . , |I|,

Dk,σ := cover(Fk,σ,Vk,σ)

or equivalently,
Dk,σ := {(tid, I[Fk,σ]) | (tid, I) ∈ Hk,σ}.

Again, we obtain:

Theorem 3. For any k and σ,

F≥k,σ(Dk,σ) = F≥k,σ(D).

Note that Dk,σ actually consists of all non-empty transactions in Vk,σ.

3.4 An example

We illustrate the effect of trimming on the BMS-Webview-1 database [15]. The
support is fixed to σ = 36 = 0.06 × 59 602. A lower support is not feasible due
to the combinatorial explosion of the number of frequent itemsets. For σ = 36,
the database contains 461 521 frequent itemsets.

The size of the trimmed database Dk,σ in function of k is shown in Figure 1.
As can be seen, the size of the trimmed transaction database decreases very
quickly when k increases.

Of course, in general this is not always the case. For example, the reg-
ularly used mushroom dataset from the UCI repository of machine learning
databases [1] contains approximately 8 000 transactions of which almost all of
them contain frequent itemsets of all sizes (for most widely used minimum sup-
port thresholds).

4 Taking care of the smaller itemsets

The database trimming we proposed in the previous section provides a concise
representation for the frequent sets of size at least k. However, sometimes one
is also interested in the small frequent sets. In this section, we propose three
methods for estimating the support of itemsets of size smaller than k.

4.1 A naive lossless approach

A naive approach to obtain the exact support of any itemset of size smaller
than k is to augment Dk,σ to a representation for all frequent sets by adding the
frequent sets of size smaller than k.

Theorem 4. For any k and σ,

F<k,σ(D) ∪ F≥k,σ(Dk,σ) = Fσ.



0

20000

40000

60000

80000

100000

120000

140000

160000

2 4 6 8 10 12 14 16

si
ze

 o
f t

rim
m

ed
 d

at
ab

as
e

k

Fig. 1. Effect of trimming on BMS-Webview-1 database with σ = 36.

Note that for k = 1, the proposed representation actually consists of the
original database from which all infrequent items and uncovered transactions
are removed. The only frequent set stored in this case is the empty set whose
support corresponds to the number of transactions in the original database. For
other values of k, this representation consists of a part of the database and a
part of all frequent itemsets.

In Figure 2 the representation for all frequent sets for the BMS-Webview-1
dataset and σ = 36 is shown. The figure shows for each k the size of this lossless
representation. Additionally, the total size of the original database is shown, as
well as the total size of all frequent itemsets. That is, the sum of the sizes of all
transactions or itemsets respectively. As can be seen, for small k, the size of the
proposed representation becomes half of the original database. For larger k, the
trimmed database becomes much smaller (as could be seen on Figure 1), and
hence, a lot of information contained in those transactions get lost, such that
much more frequent itemsets need to be stored. Eventually, the other extreme
is reached in which all frequent itemsets are stored and the trimmed database
is empty. Note that for this dataset with the used minimum support threshold,
the original database itself is already orders of magnitude smaller than the total
size of all frequent itemsets. Hence, the space-time tradeoff of storing all frequent
itemsets, or only storing the database becomes eminent in this case. Fortunately,
intermediate solutions are near.

The complexity of retrieving the support of an arbitrary frequent itemset
I then amounts to a simple lookup in F<k,σ(D) if |I| < k. In the other case,
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Fig. 2. The representation for Fσ for the BMS-Webview-1 dataset and σ = 36.

if |I| ≥ k, we have to compute the support of I in the sometimes significantly
smaller database Dk,σ. Additionally, we can use any other concise representation
on F<k,σ(D) to reduce the total size even more [2,8,9,12,13].

4.2 A naive lossy approach

If the exact support of the itemsets of size smaller than k is not important, but
an approximation suffices, then in many cases, Dk,σ itself can already provide a
useful estimate for the support of these smaller itemsets.

In Figure 3 we show the squared error

sqrerr (Fσ(D),Fσ(Dk,σ)) =
∑

I∈Fσ(D)

(s(I,D)− s(I,Dk,σ))2

in function of k. Here, we used again the BMS-Webview-1 database with σ = 36.

4.3 A less lossy less naive approach

Another approach is to partition the frequent sets by grouping the frequent sets
of size at most k−1 and to determine how each group should be corrected using
one correction operator within one group. The grouping and correction operators
for each group should have simple descriptions.
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Fig. 3. The squared error for a = 1 and b = 0 compared with the squared error
for optimal values for a and b for the BMS-Webview-1 database with σ = 36.
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Fig. 4. The ratio of the squared error for a = 1 and b = 0 and the squared error
for optimal values for a and b for the BMS-Webview-1 database with σ = 36.



As a concrete example, we consider the case where the grouping is de-
termined by the size of the sets. That is, our groups that need to be cor-
rected are F0,σ, . . . ,Fk−1,σ. As a correction we compute an affine transformation
(x, ai, bi) 7→ aix + bi for each group Fi,σ, 0 ≤ i ≤ k − 1 that minimized the sum
of squared differences between the correct support and the support estimated
from Dk:

sqrerr (Fσ(D),Fσ(Dk)) =
∑

I∈Fσ

(
s(I,D)− (a|I|s(I,Dk,σ) + b|I|)

)2

=
∑

I∈F<k,σ

(
s(I,D)− (a|I|s(I,Dk,σ) + b|I|)

)2
.

The error sqrerr is minimized by choosing (ai, bi), 0 ≤ i ≤ k − 1 to be (see e.g.
[14]):

ai =
|Fi,σ|

∑
I∈Fi,σ

s(I,D)s(I,Dk,σ)−
(∑

I∈Fi,σ
s(I,D)

) (∑
I∈Fi,σ

s(I,Dk,σ)
)

|Fi,σ|
∑

I∈Fi,σ
s(I,Dk,σ)2 −

(∑
I∈Fi,σ

s(I,Dk,σ)
)2

bi =

∑
I∈Fi,σ

s(I,D)− ai

∑
I∈Fi,σ

s(I,Dk,σ)

|Fi,σ|

For example, the correction (a0, b0) for the support of the empty set (i.e., all
frequent sets of size 0 as F0,σ = {∅}) is equal to (|D|/|Dk|, 0). In general (ai, bi)
attempts to tell how much the databases D and Dk differ when only considering
the frequent i-itemsets: ai scales the supports and bi shifts them.

This method is illustrated in Figure 3, where we show the squared error for
a = 1 and b = 0 compared with the squared error for optimal values for a and
b for the BMS-Webview-1 database with σ = 36. To adjust the estimates even
more, we also use the trivial information that supports are non-negative and
cannot be larger than the number of transactions in the database. In Figure 4
we also compare the lossy approach with the less lossy approach by showing the
ratio of the squared error for a = 1 and b = 0 and the squared error for optimal
values for a and b.

5 Conclusions and future work

In the context of inductive databases for frequent itemsets, it is important to
find good representations of the dataset in order to efficiently answer support
queries. Instead of storing only a subset of all frequent itemsets, we propose to
store parts of both the set of frequent itemsets and the database. In this way, the
support of small frequent itemsets can be computed using a simple lookup, and
the support of large frequent itemsets can be computed using a scan through a
sometimes significantly reduced database.

When the representation is allowed to be lossy, two techniques are proposed
which already show promising results with respect to the error on the support
of an approximated itemset.



The proposed methodology of storing only a part of the database and a part
of the frequent itemsets sheds a new light on representations, which we will
investigate further. An interesting question is whether there exists an optimal
separation of transactions and frequent itemsets, such that the resulting repre-
sentation is small but still offers an efficient method to compute or approximate
the support of all frequent itemsets.
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